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Abstract

The aim of this paper is to investigate the problem of valuing default
risk for a firm when its assets value is a jumps-diffusion process.

1. Introduction

The quantitative model of risk initiated by Merton (1974) shows the probability
of company default. In the classical Merton model, the firm asset value V; is
given by

dV, = pVidt + oV dWy, (1.1)

where o is the asset volatility, u is risk-free interest rate and Wy is a Brownian
motion (see [2]-[7]). This kind of models is considered under some risk-neutral
probability.
In this paper we study the problem where V; is driven by jumps-diffusion
consisting of a Brownian motion W, and a Poisson process N, of intensity
A>0:

dVy = pVidt + o VidWy + Vi d Ny, (1.2)

where p, o, v are constant.
Firstly we recall about the solution of (1.2). It has been given explicitly
without proof in [7] and we can see how to get it as follows.
We set
dX; = pdt + odWy + vd Ny,
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then the (1.2) can be written as
dVy = Vi_dX,.

We denote by X{ the continuous part of X; then dX; = pdt+odW,. It follows
that

1
Y; = exp (ut — 50’2t + W)
is the solution of the equation
dY, =Y dX; =Y, dX}.

Next, we define J; = 1 for ¢ between 0 and the time of the first jump of X and

J, = H (1+AX,)
0<s<t
for ¢ greater than or equal to the first jump time of X. If X has a jump at
time ¢, then J; = J;— (1 + AX;) and
AJt = Jt — Jt_ = Jt_AXt = ’th_ANt = ’)/Jt_.
Therefore,
Ji=(1+NEK— =1+,
Put V; = Y3 J;. By virtue of Ito’s product rule and noting that [V, J](t) = 0,
Yi— =Y; we get
dVy =Y,_dJ, + J;_dY;
=Y Ji_AXy + Ji-Yi_dX{
= ‘/t_dXt.

Then solution of (1.2) is given by

1
Vi = YiJ, = Vyexp (ut — 502t+ oW (1 +~)Ne. (1.3)

2. Default probability.

If at some time ¢ the asset’s value of a company is less than its total debt
L that should be paid exactly at that time and the company has not ability to
pay for this, it will jump into default state.

2.1 Default when V; is less than a liability L.
Assume that V; given by (1.2) and that V; < L at the time ¢, where L
denotes the total debt of the firm. Then we see from (1.3) that

Vi < L.
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It follows from (1.3) that

2
1th:1nV0+(,u—%)t—!—aWt—FNtln(v—Fl)<1nL. (2.1)

And we have to find
Pictouir = P(InV; <InL). (2.2)

Theorem 2.1. Pycrqu can be given by

t n
Pdpfault = Z (I) - CTL ) e_At, (23)

(72
where ¢ = lng};l), K = ot ‘f\;z(“_T)t and ® is the standard normal dis-

tribution function.

Proof. We have

1
P(InV; < InL) = P(cW; + NyIn(y +1) < InL —InVy — (u — =02)t)

2
(% 1 1 InL —InVy— (u— 02t
_ (_t_|_ n(r7+ )Nt< n n Vo ( 20-))
Vi oVt oVt
= P(Zt +cNy < K), (24)

where Z; = % is standard normal, ¢ = 1n((1};1) K = niomVo—(u—% )t . We

0
see that (2.4) is just a convolution of a Gaussian random variable and a Poisson
random variable. And these two random variables are independent then

P(Zt+CNt<K)= P(Ntzk)P(Zt+CNt<K|Nt:k)

e

o

P(N, = k)P(Z; + ck < K)

k=0
> k
= P(Z+ck < K) (A;) A
k=0
= Mt
=Y PZi<K- k:)( k') A (2.5)
k=0
Finally we have
- Mt )P
Pacgouts = P(Ze+ eNy < ) = 32 0(K — ck) O e
k=0
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as stated.

2.2. The case of many liabilities Lq, Lo, ..., L,

Now we suppose that there are n liabilities Ly, Lo, ..., L,, that should be

paid at times tq, ts,...,t, respectively, with t; < to < ... < t,.

Put T = max{t1,t2,...,tn} = t,. The company will jump into default position
before the time T' if and only if at one of time ¢; (i = 1,2,...,n), it happens

that
Vi, < L.

So the probability of default before T is
Pdefault(O; T) =1- fj(‘/tI > Ll,th)
Denote L = max{Ly, ..., L,} we easily see that

(th > Ll) D (th > L), Vt;

Then
Pdefault(o, T) < 1-— P(th > L,Vti).

Put U; = oW, + Ny In(1 4 v). The inequality Vi, > L is equivalent to

0.2

U,=cW;, + Ny, In(v+1)>InL—-InVy — (u— 7)& =,

Consider the event

n

A={Vi, > Lt} = ({Uh, > i}

=1

(2.6)

(2.7)

Since W; and N; are independent, moreover two processes (Wy,t > 0), (Ng, ¢t >
0) are of independent increments then (U;); is of independent increment with

U() =0 a.s.
Denoting by A; the event {U;, > x;},i = 1,2, ...,n we can see that

A1 = {Utl > xl} = {Utl —Uy > xl},

A2 = {Ut2 > $2} = {Ut2 — Ut1 > To — Utl} D {Ut2 — Ut1 > To — xl},

if Ay occurs.

An = {Utn > Jﬁn} = {Utn — Utn—l > Ty — Utn—l} D {Utn — Utn—l > Ty —xn_l},

if Aq,...A,_1 occur.
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Put B; = {Uy, — Uy, , > x; —x;—1} for i = 1,2,...,n and 29 = 0 by
convention. It follows that

(Bic()4=A
i=1 i=1
Because of the independence of increments we have
P(A) > P(( B) = [[ P(B)). (2.8)

We have

P(Bi) = ]D([]t1 — Uti—l > T — xi_l) =1- ]D([]t1 — Uti—l < x;— xi_l)
=1- P(U(Wti - Wti—l) + (Nti - Nti—l)ln(ry + 1) < T — xi—l)

o pWe s We) | N ZNey gy @im T
Vi —ticq ol —ti 1 Y

=1 _P(Z+d(Nti _Nti—l) < CL),

where Z = % is of standard normal distribution N(0,1),d = %/%
and M = Uf/%% So
P(B)=1-Y P(Z<M—dk)P(N;, — Ny,_, = k)
k=0
- ey (At = tiz1))E
=1—§:¢wﬁﬂﬁkAmt“n———E—L—. (2.9)
k=0
Therefore N
1—-P(A) <1-[]P®B).
i=1
From (2.6), (2.7), (2.8) and (2.9) we have.
Theorem 2.2 The probability of default before T is estimated by
Pdefault(O;T) S 1— P(A)
u - ey At = tiz1))E
g—HO—ZMM—meWHJ——ﬁJ—,
i=1 k=0
(2.10)

where z; =InL —InVy — (u — %Q)ti, d= %/%, M = Uf/%% and ® is

the standard normal distribution function.
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