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#### Abstract

We deal with bilinear forms over commutative rings which are of the type scaled trace form.


## Introduction

We are interested in the following two statements:
Every bilinear space of constant rank over a commutative ring is isomorphic to a scaled trace space.

Every bilinear space of even constant rank over a commutative ring is isomorphic to a hermitian scaled trace space.

As it is well known, both the cases have been considered in the literature in the setting of hilbertian fields of characteristic different from 2. The bilinear case was independently considered by Scharlau [11] and Waterhouse [14] and the hermitian case by Berhuy [1].

In this paper we show that their underlying ideas work in a more general context and we prove that the above two statements hold for rings with many units whose residue fields are infinite of characteristic different from 2.

[^0]Following [9] a ring with many units is a commutative ring $R$ which satisfies the following local-global principle: for any polynomial $f\left(X_{1}, \ldots, X_{n}\right) \in$ $R\left[X_{1}, \ldots, X_{n}\right]$, whenever $f\left(X_{1}, \ldots, X_{n}\right)$ represents a unit over $R_{\mathfrak{p}}$, for every maximal ideal $\mathfrak{p}$ of $R$, then $f\left(X_{1}, \ldots, X_{n}\right)$ represents a unit over $R$. Such a ring is also called in the literature a local-global ring (see [5]). Such kind of rings includes fields and commutative rings which are semi-local, zero-dimensional or, more generally, commutative rings which are von Neumann regular modulo their Jacobson radical.

We refer to [5] for basic facts on bilinear spaces over rings with many units and to [3] and [4] for basic facts on separable algebras and Galois theory of commutative rings.

## 1. The bilinear case

Throughout this paper $R$ will denote a commutative ring with identity.
By a bilinear space over $R$ we mean a pair $(E, \varphi)$, where $E$ is a finitely generated projective $R$-module and $\varphi: E \times E \rightarrow R$ is a nonsingular symmetric bilinear form over $E$.

Let $S \supseteq R$ be a commutative ring extension. We say that $S$ is a strongly separable extension of $R$ if $S$ is separable as $R$-algebra and finitely generated projective as $R$-module. As it is well known, the trace map $\operatorname{tr}_{S / R}$ of a strongly separable extension $S$ of $R$ induces a nonsingular symmetric bilinear form over $R$. A bilinear space is called a scaled trace space if it is of the type $\left(S, t_{\lambda}\right)$, where $S$ is a strongly separable extension of $R, \lambda$ is a unit of $S$ and $t_{\lambda}\left(s, s^{\prime}\right)=$ $\operatorname{tr}_{S / R}(\langle\lambda\rangle)\left(s, s^{\prime}\right)=\operatorname{tr}_{S / R}\left(\lambda s s^{\prime}\right)$, for all $s, s^{\prime} \in S$.

Our purpose in this section is to prove the following theorem.
Theorem 1.1 Let $R$ be a ring with many units whose residue fields are infinite of characteristic different from 2. Then every bilinear space of constant rank over $R$ is isomorphic to a scaled trace space.

For this we need some preparation. We start by observing that, in the case that $R$ is under the assumptions of Theorem 1.1, every strongly separable extensions $S$ of $R$ of constant rank has a primitive element, i.e, $S$ is of the type $\frac{R[X]}{(f(X))}$, for some separable polynomial $f(X) \in R[X][10$, Theorem 2.4].

An ideal $I$ of $R[X]$ is said to be a separable ideal if the $R$-algebra $\frac{R[X]}{I}$ is separable. A polynomial $f(X) \in R[X]$ is said to be a separable polynomial if $f(X)$ is monic and $(f(X))$ is a separable ideal.

Given an $R$-module $E$ and $\nu \in \operatorname{End}_{R}(E)$, we say that $\nu$ is a separable endomorphism if $I(\nu)=\{f(X) \in R[X] \mid f(\nu)=0\}$, the ideal of the relations satisfied by $\nu$, is separable.

In the following lemma we will see that if $\nu$ is separable and $E$ is free over
$R$, then $I(\nu)$ is in fact the characteristic ideal of $\nu$.
Lemma 1.2 Let $E$ be a finitely generated $R$-module and $\nu \in \operatorname{End}_{R}(E)$.
(i) There exists $f(X) \in R[X]$ monic such that $I(\nu)=(f(X))$.
(ii) If $\nu$ is separable and $E$ is projective of rank $\operatorname{deg}(f(X))$ over $R$, then $E$ is a projective $\frac{R[X]}{I(\nu)}$-module of rank one.
(iii) If $\nu$ is separable and $E$ is a free $R$-module then $f(X)$ is the characteristic polynomial of $\nu$ over $R$.

Proof (i) From Cayley-Hamilton Theorem [8, Theorem IV.17] $I(\nu)$ contains a monic polynomial. By the division algorithm it follows easily that $I(\nu)$ is generated by the monic polynomial of smallest degree in $I(\nu)$.
(ii) Take $S=\frac{R[X]}{I(\nu)}$. Clearly $E$ is an $S$-module via the action $\overline{g(X)} \cdot v=g(\nu)(v)$ for all $\overline{g(X)}=g(X)+I(\nu) \in S$ and $v \in E$. Since $\nu$ is separable, $S$ is a separable $R$-algebra and then $E$ is also a projective $S$-module by [6, Lemma 1.2]. Now, by comparing ranks the assertion follows.
(iii) Let $h(X)$ be the characteristic polynomial of $\nu$ over $R$. Note that for any maximal ideal $\mathfrak{p}$ of $R, \nu \otimes \frac{R}{\mathfrak{p}}$ is separable and $f(X)$ and $h(X)$ have the same irreducible factors modulo $\mathfrak{p}[X]$. Thus $f(X)=h(X)(\bmod \mathfrak{p}[X])$. Now, since $f(X)$ divides $h(X)$ and both are monic, it easily follows that $f(X)=h(X)$.

Corollary 1.3 Let $E$ and $\nu$ be as above. Assume that $E$ is $R$-projective of constant rank and $\nu$ is separable. If $R$ is a ring with many units, then $I(\nu)$ is generated by the characteristic polynomial of $\nu$ over $R$ and $E$ is a rank one free $\frac{R[X]}{I(\nu)}$-module.

Proof The first assertion is ensured by [5, Theorem 2.10] and Lemma 1.2(iii). The second one follows from Lemma 1.2(ii), observing that $\frac{R[X]}{I(\nu)}$ is also a ring with many units [5, Corollary 2.3].

Lemma 1.4 Let $(E, \varphi)$ be a bilinear space over $R$. Assume that every strongly separable extension of $R$ of constant rank has a primitive element. Then $(E, \varphi)$ is isomorphic to a scaled trace space if and only if there exists $\nu \in \operatorname{End}_{R}(E)$ such that:
(i) $\nu$ is separable over $R$;
(ii) $\nu$ is self-adjoint with respect to $\varphi$;
(iii) $E$ is a rank one free $\frac{R[X]}{I(\nu)}$-module.

Proof By assumption there exist a separable polynomial $f(X) \in R[X]$ and a unit $\lambda$ in $S=\frac{R[X]}{(f(X))}=R[\alpha]$, with $\alpha=X+(f(X))$, such that $\varphi \simeq \operatorname{tr}_{S / R}(\langle\lambda\rangle)$. Hence, there is an $R$-module isomorphism $\theta: S \rightarrow E$ such that $\varphi\left(\theta(s), \theta\left(s^{\prime}\right)\right)=$ $\operatorname{tr}_{S / R}(\langle\lambda\rangle)\left(s, s^{\prime}\right)=\operatorname{tr}_{S / R}\left(\lambda s s^{\prime}\right)$, for all $s, s^{\prime} \in S$.

Define $\psi: S \rightarrow S$ by $\psi(s)=\alpha s$ for all $s \in S$ and $\nu: E \rightarrow E$ by $\nu(v)=$
$\theta \psi \theta^{-1}(v)$ for all $v \in E$. It is easy to check that $\nu \in \operatorname{End}_{R}(E)$. We shall prove that $\nu$ satisfies (i),(ii) and (iii).

Since $I(\nu)=I\left(\theta \psi \theta^{-1}\right)=I(\psi)=(f(X))$ and $f(X)$ is separable, $\nu$ satisfies (i). Furthermore, for all $u, v \in E$ we have

$$
\begin{aligned}
\varphi(\nu(u), v) & =\varphi\left(\theta \psi \theta^{-1}(u), \theta \theta^{-1}(v)\right)=\operatorname{tr}_{S / R}\left(\lambda \psi \theta^{-1}(u) \theta^{-1}(v)\right) \\
& =\operatorname{tr}_{S / R}\left(\lambda \alpha \theta^{-1}(u) \theta^{-1}(v)\right)=\operatorname{tr}_{S / R}\left(\lambda \theta^{-1}(u) \alpha \theta^{-1}(v)\right) \\
& =\varphi\left(\theta \theta^{-1}(u), \theta \psi \theta^{-1}(v)\right)=\varphi(u, \nu(v))
\end{aligned}
$$

which implies (ii).
For (iii), it is enough to show that $\theta: S \rightarrow E$ is $S$-linear. This is obtained from the action of $S$ on $E$ and the definition of $\nu$, as follows: $\alpha(\theta(s))=$ $\nu(\theta(s))=\theta \psi \theta^{-1}(\theta(s))=\theta(\alpha s)$, for all $s \in S$.

Conversely, from (i) we have that $S=\frac{R[X]}{I(\nu)}$ is a separable $R$-algebra and from (iii) $E$ is a free $S$-module of rank one. So $E=S u_{o}$ for some $u_{o} \in E$ free over $S$. From Lemma 1.2(i), $I(\nu)=(f(X))$ for some monic polynomial $f(X) \in R[X]$. So, $E$ is a free $R$-module and by Lemma 1.2 (iii) $f(X)$ is the characteristic polynomial of $\nu$.

We need to ensure the existence of a unit $\lambda \in S$ such that $\varphi\left(s u_{o}, s^{\prime} u_{o}\right)=$ $\operatorname{tr}_{S / R}\left(\lambda s s^{\prime}\right)$ for all $s, s^{\prime} \in S$. On the other hand, the units of $S$ are in one-to-one correspondence with the nonsingular symmetric $S$-bilinear forms $b$ : $E \times E \rightarrow S$. Hence we have to determine a nonsingular symmetric $S$-bilinear form $b: E \times E \rightarrow S$ such that $\varphi(u, v)=\operatorname{tr}_{S / R}(b(u, v))$ for all $u, v \in E$.

In order to obtain $b$ we observe that every pair $(u, v) \in E \times E$ determines a unique element $f_{(u, v)} \in \operatorname{Hom}_{R}(S, R)$ such that $f_{(u, v)}(s)=\varphi(s u, v)$ for all $s \in S$. On the other hand, by the separability of $S$ over $R$ there exists a unique $\lambda_{(u, v)} \in S$ such that $\operatorname{tr}_{S / R}\left(\lambda_{(u, v)} s\right)=f_{(u, v)}(s)$ for all $s \in S$. Define $b: E \times E \rightarrow S$ by $b(u, v)=\lambda_{(u, v)}$. Since $\operatorname{tr}_{S / R}$ is nonsingular and $\nu$ is selfadjoint, it easily follows that $b$ is symmetric and $S$-bilinear.

It remains to show that $b$ is nonsingular and it is enough to check that $\lambda=b\left(u_{o}, u_{o}\right)$ is a unit of $S$. Suppose that $\lambda \in \mathfrak{q}$, for some maximal ideal $\mathfrak{q}$ of $S$. ¿From the separability of $S$ over $R$ it follows that $\frac{S}{\mathfrak{p} S}$ is a finite direct sum of finite separable field extensions of $\frac{R}{\mathfrak{p}}$, where $\mathfrak{p}=\mathfrak{q} \cap R$. So $\lambda \in \mathfrak{q}$ implies that there exists $s \in S \backslash \mathfrak{q}$ such that $s \lambda=0(\bmod \mathfrak{p} S)$ and consequently $\varphi\left(s u_{o}, s u_{o}\right)=\operatorname{tr}_{S / R}\left(b\left(s u_{o}, s u_{o}\right)\right)=\operatorname{tr}_{S / R}\left(s^{2} \lambda\right)=0(\bmod \mathfrak{p})$. Since $\varphi$ is nonsingular, $s u_{o}=0(\bmod \mathfrak{p} E)$, which is a contradiction. The proof is complete.

We say that a bilinear space $(E, \varphi)$ is proper if the ideal of $R$ generated by $\varphi(v, v), v \in E$, is equal to $R$.

Proposition 1.5 Let $(E, \varphi)$ a bilinear space of rank $n$ over $R$. Assume that $R$ is a ring with many units and $\left|\frac{R}{\mathfrak{p}}\right|>n$, for every maximal ideal $\mathfrak{p}$ of $R$. If $(E, \varphi)$ is proper then $(E, \varphi)$ is isomorphic to a scaled trace space.

Proof We start pointing out that $R$ is under the assumptions of Lemma 1.4 [10, Theorem 2.4]. So, it is enough to find $\nu \in \operatorname{End}_{R}(E)$ satisfying the conditions (i)-(iii) of this lemma.

By [5, Theorem 7.3(ii)] there exist units $d_{1}, \ldots, d_{n} \in R$ such that $\varphi=\left\langle d_{1}, \ldots, d_{n}\right\rangle$ with respect to some orthogonal basis $B$ of $E$ over $R$. Consider the polynomial in the variables $X_{i j}=X_{j i}, 1 \leq i, j \leq n$,

$$
f\left(X_{i j}, X\right)=\operatorname{det}\left(D^{-1} X-\left(X_{i j}\right)\right) \in K\left[X_{i j}\right][X]
$$

where $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$. Denote by $g\left(X_{i j}\right) \in R\left[X_{i j}\right]$ the discriminant of $f\left(X_{i j}, X\right)$. We claim that there exists a symmetric matrix $\left(\lambda_{i j}\right) \in M_{n}(R)$ such that $g\left(\lambda_{i j}\right)$ is a unit in $R$. Since $R$ is a ring with many units, it is enough to show that this is true modulo each maximal ideal $\mathfrak{p}$ of $R$.

Putting $X_{i j}=0$ for all $i \neq j$ we have $f\left(X_{i i}, X\right)=\prod_{i=1}^{n}\left(d_{i}^{-1} X-X_{i i}\right)$, whose discriminant is $g\left(X_{i i}\right)=\prod_{i \neq j}\left(d_{i} X_{i i}-d_{j} X_{j j}\right)$. Since $\left|\frac{R}{\mathfrak{p}}\right|>n$ we can find $\lambda_{1}, \ldots, \lambda_{n} \in R$ such that $g\left(\lambda_{1}, \ldots, \lambda_{n}\right) \neq 0(\bmod \mathfrak{p})$, for each maximal ideal $\mathfrak{p}$ of $R$. Thus, there exists $A=\left(\lambda_{i j}\right) \in M_{n}(R)$ symmetric and such that $f\left(\lambda_{i j}, X\right)$ is separable over $R$.

Now, consider $\nu \in \operatorname{End}_{R}(E)$ given by the matrix $A^{\prime}=A D$ with respect to the orthogonal basis $B$. By construction, $\nu$ is separable. Indeed, by Lemma 1.2 the ideal $I(\nu)$ is generated by the polynomial $\operatorname{det}\left(X I_{n}-A^{\prime}\right)=$ $(\operatorname{det} D) f\left(\lambda_{i j}, X\right) \in R[X]$.

From $\left(A^{\prime} u\right)^{t} D v=u^{t} D^{t} A^{t} D v=u^{t} D\left(A^{\prime} v\right)$, for all $u, v \in E$, it follows that $\nu$ is self-adjoint with respect to $\varphi$. Finally, it follows from Corollary 1.3 that $\nu$ also satisfies the condition (iii) of Lemma 1.4.

Proof of Theorem 1.1. Since 2 is a unit in $R$, every bilinear space over $R$ is proper and the result follows from Proposition 1.5.

Corollary 1.6 If $R$ is a ring with many units, whose residue fields are infinite, then every bilinear space over $R$ is Witt-equivalent to a scaled trace space.

Proof It follows from the fact that, under the assumptions, every element in the Witt ring of $R$ is represented by a proper bilinear space.

## 2. The hermitian case

Recall that also in this section $R$ denotes a commutative ring with identity. By a hermitian scaled trace space over $R$ we mean a bilinear space $\left(S, t_{(\tau, \lambda)}\right)$, where $S$ is a strongly separable extension of $R, \tau$ is an $R$-linear involution on $S, \lambda$ is a $\tau$-invariant unit of $S$ and $t_{(\tau, \lambda)}\left(s, s^{\prime}\right)=\operatorname{tr}_{S / R}\left(\lambda s \tau\left(s^{\prime}\right)\right)$, for all $s, s^{\prime} \in S$. We observe, in particular, that if $S$ has constant rank over $R$ and, for instance, $R$ is a ring with many units whose residue fields are infinite of characteristic different from 2 , then the existence of the involution $\tau$ implies that $\operatorname{rank}_{R} S$ is even.

Our purpose in this section is to prove the following theorem.
Theorem 2.1 Let $R$ be a ring with many units whose residue fields are infinite of characteristic different from 2. Then every bilinear space of even constant rank over $R$ is isomorphic to a hermitian scaled trace space.

As in Section 1, before proving this theorem we also need some preparation. We start with the following lemma which is crucial for the sequel. It generalizes and extends to the setting of commutative rings an old and well known result due to O.Taussky [12].

We say that a vector column $v=\left(a_{1} \ldots a_{n}\right)^{t}$ in $R^{(n)}$ is unimodular if the ideal of $R$ generated by $a_{1}, \ldots, a_{n}$ is equal to $R$.

Lemma 2.2 Let $A \in M_{n}(R), f(X)=\operatorname{det}\left(A-X I_{n}\right) \in R[X]$ and $S=$ $\frac{R[X]}{(f(X))}=R[\alpha]$, with $\alpha=X+(f(X))$. Let $v_{\alpha}=\left(v_{1} \ldots v_{n}\right)^{t} \in S^{(n)}$ be such that $A v_{\alpha}=\alpha v_{\alpha}$. Assume that $f(X)$ is separable over $R$ and that $v_{\alpha}$ is unimodular. Then $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $S$ over $R$. Furthermore, there exists $v_{\alpha}^{\prime}=$ $\left(v_{1}^{\prime} \ldots v_{n}^{\prime}\right)^{t} \in S^{(n)}$ such that $v_{\alpha}^{\prime}$ is unimodular, $A^{t} v_{\alpha}^{\prime}=\alpha v_{\alpha}^{\prime}$ and $\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$ is the dual basis of $\left\{v_{1}, \ldots, v_{n}\right\}$ with respect to $\operatorname{tr}_{S / R}$.

Proof Observe that $S$ is a separable $R$-algebra and a free $R$-module with $\operatorname{rank}_{R} S=n$. Then there exists a Galois extension $T$ of $R$, with group $G$, and a subgroup $H$ of $G$ such that $S=T^{H}:=\{t \in T \mid h(t)=t$, for all $h \in H\}$ (see [13], Section 3). Note that $[G: H]=\operatorname{rank}_{R} S=n$. Let $\left\{\sigma_{1}=1, \sigma_{2}, \ldots, \sigma_{n}\right\} \subseteq$ $G$ be a left transversal of $H$ in $G$ and consider $M=\left(\sigma_{j}\left(v_{i}\right)\right)_{1 \leq i, j \leq n} \in M_{n}(T)$.

From now on we will proceed by steps.
Claim 1: $M$ is invertible in $M_{n}(T)$.
Let $d=\operatorname{det}(M) \in T$ denote the determinant of $M$. It is enough to verify that $d$ is a unit modulo $\mathfrak{p} T$ for every maximal ideal $\mathfrak{p}$ of $R$. Indeed, by localization we can suppose that $R$ is local with maximal ideal $\mathfrak{p}$ and then, in this case, $\mathfrak{p} T$ is the Jacobson radical of $T$ [6, Lemma 1.1].

Considering that $\frac{T}{\mathfrak{p} T}=\frac{R}{\mathfrak{p}} \otimes_{R} T$ is a Galois extension of $\frac{R}{\mathfrak{p}}$, with group $G$ acting in the second component, we may also assume that $R$ is a field. By [7, Lemma 1.1] there exist primitive idempotents $e_{1}, \ldots, e_{m} \in T$ such that $T=\bigoplus_{1 \leq k \leq m} T e_{k}$. Then for each $k$ we have:

- $T e_{k}$ is a field,
- $\sigma_{i}(\alpha) e_{k} \neq \sigma_{j}(\alpha) e_{k}$ for every $1 \leq i, j \leq n, i \neq j$, by [10, Proposition 2.1],
- $\sigma_{i}\left(v_{\alpha}\right) e_{k} \neq 0$ for every $1 \leq i \leq n$, since $v_{\alpha}$ is unimodular,
- $\sigma_{i}\left(v_{\alpha}\right) e_{k}=\left(\sigma_{i}\left(v_{1}\right) e_{k} \ldots \sigma_{i}\left(v_{n}\right) e_{k}\right)^{t}$ is an eigenvector of $A e_{k}$ corresponding to $\sigma_{i}(\alpha) e_{k}$, for every $1 \leq i \leq n$,
- $\left\{\sigma_{i}\left(v_{\alpha}\right) e_{k} \mid 1 \leq i \leq n\right\}$ is a basis of $\left(T e_{k}\right)^{(n)}$ over $T e_{k}$.

Hence $M e_{k}$ is invertible in $M_{n}\left(T e_{k}\right)$. Now taking $d_{k}=\operatorname{det}\left(M e_{k}\right)$ and $c_{k}=$ $d_{k}^{-1} \in T e_{k}$ we obtain $d=\sum_{k=1}^{m} d_{k}$ and $d\left(\sum_{k=1}^{m} c_{k}\right)=\sum_{k=1}^{m} d_{k} c_{k}=\sum_{k=1}^{m} e_{k}=$ 1.

Claim 2: There exist $v_{1}^{\prime}, \ldots, v_{n}^{\prime} \in S$ such that $M^{-1}=\left(\sigma_{i}\left(v_{j}^{\prime}\right)\right)_{1 \leq i, j \leq n}$.
It is straightforward that $M^{-1}=\left(\sigma_{i}\left(v_{j}^{\prime}\right)\right)_{1 \leq i, j \leq n}$ with $v_{1}^{\prime}, \ldots, v_{n}^{\prime} \in T$. So it remains to verify that $v_{i}^{\prime} \in S$, for every $1 \leq i \leq n$. Since $S=T^{H}$ it is enough to check that $h\left(v_{i}^{\prime}\right)=v_{i}^{\prime}$, for all $h \in H$. It follows from $G=\bigcup_{i=1}^{n} \sigma_{i} H$ that for each $h \in H$ and $1 \leq i \leq n$ there exist $h_{i} \in H$ and $1 \leq i(h) \leq n$ such that $h \sigma_{i}=$ $\sigma_{i(h)} h_{i}$. Then we have $h(M) h\left(M^{-1}\right)=I_{n}$, where $h(M)=\left(\sigma_{j(h)}\left(v_{i}\right)\right)_{1 \leq i, j \leq n}$ and $h\left(M^{-1}\right)=\left(\sigma_{i(h)} h_{i}\left(v_{j}^{\prime}\right)\right)_{1 \leq i, j \leq n}$. Consequently $h\left(M^{-1}\right)=h(M)^{-1}$. On the other hand, it is also straightforward that $h(M)^{-1}=\left(\sigma_{i(h)}\left(v_{j}^{\prime}\right)\right)_{1 \leq i, j \leq n}$. Note in particular that the first row of $h\left(M^{-1}\right)\left(\right.$ resp. $\left.h(M)^{-1}\right)$ is $\left(h\left(v_{1}^{\prime}\right), \ldots, h\left(v_{n}^{\prime}\right)\right)$ (resp. $\left.\left(v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right)\right)$. So the required follows.

Claim 3: $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $S$ over $R$.
If $\sum_{i=1}^{n} a_{i} v_{i}=0$, with $a_{i} \in R$ then $M\left(a_{1} \ldots a_{n}\right)^{t}=0$ and since $M$ is invertible we have $a_{i}=0,1 \leq i \leq n$. For any $v \in S$, let $\left(y_{1} \ldots y_{n}\right)=$ $\left(\sigma_{1}(v) \ldots \sigma_{n}(v)\right) M^{-1}$. Then $y_{i}=\sum_{j=1}^{n} \sigma_{j}\left(v v_{i}^{\prime}\right)=\operatorname{tr}_{S / R}\left(v v_{i}^{\prime}\right) \in R, 1 \leq i \leq n$, and from $\left(\sigma_{1}(v) \ldots \sigma_{n}(v)\right)=\left(y_{1} \ldots y_{n}\right) M$ we have $v=\sigma_{1}(v)=\sum_{i=1}^{n} y_{i} v_{i}$.

Claim 4: $\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$ is the dual basis of $\left\{v_{1}, \ldots, v_{n}\right\}$ with respect to $\operatorname{tr}_{S / R}$, $v_{\alpha}^{\prime}=\left(v_{1}^{\prime} \ldots v_{n}^{\prime}\right)^{t}$ is unimodular and $A^{t} v_{\alpha}^{\prime}=\alpha v_{\alpha}^{\prime}$.

By the same arguments used in Claim 3 we see that $\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$ is a basis of $S^{(n)}$. From Claim 2 it follows easily that it is the dual of $\left\{v_{1}, \ldots, v_{n}\right\}$ with respect to $\operatorname{tr}_{S / R}$ as well as $v_{\alpha}^{\prime}$ is unimodular. Thus, it remains to verify that $A^{t} v_{\alpha}^{\prime}=\alpha v_{\alpha}^{\prime}$. Since $M$ is invertible it follows that $C_{\alpha}=\left\{\sigma_{j}\left(v_{\alpha}\right) \mid 1 \leq j \leq n\right\}$ and $C_{\alpha}^{\prime}==\left\{\sigma_{i}\left(v_{\alpha}^{\prime}\right) \mid 1 \leq i \leq n\right\}$ are basis of $T^{(n)}$ over $T$. If we denote by $C$ the canonical basis of $T^{(n)}$ over $T$, then $M$ (resp. $\left(M^{-1}\right)^{t}$ ) is the matrix of the identity map on $T^{(n)}$ with respect to $C_{\alpha}$ (resp. $C_{\alpha}^{\prime}$ ) and $C$. Finally denoting by $\left[T_{A}\right]_{C_{\alpha}}$ (resp. $\left[T_{A^{t}}\right]_{C_{\alpha}^{\prime}}$ ) the matrix of the $T$-linear map defined by $A$ (resp. $\left.A^{t}\right)$ on $T^{(n)}$, with respect to $C_{\alpha}$ (resp. $C_{\alpha}^{\prime}$ ), we have

$$
\begin{aligned}
\operatorname{diag}\left(\sigma_{1}(\alpha), \ldots, \sigma_{n}(\alpha)\right) & =\left(\operatorname{diag}\left(\sigma_{1}(\alpha), \ldots, \sigma_{n}(\alpha)\right)\right)^{t}=\left[T_{A}\right]_{C_{\alpha}}^{t} \\
& =\left(M^{-1} A M\right)^{t}=M^{t} A^{t}\left(M^{-1}\right)^{t}=\left[T_{A^{t}}\right]_{C_{\alpha}^{\prime}}
\end{aligned}
$$

This completes the Proof

For the next proposition we will consider matrices of the type

$$
B_{2 n}\left(t_{4}, t_{6}, \ldots, t_{2 n}\right)=\left(\begin{array}{ccccccccc}
0 & t_{2 n} & & & & & & \\
t_{2 n} & 0 & 1 & & & & & & \\
& 1 & 0 & t_{2 n-2} & & & & & \\
& & t_{2 n-2} & 0 & 1 & & & & \\
& & & 1 & 0 & \ddots & & & \\
& & & & \ddots & \ddots & t_{4} & & \\
& & & & & t_{4} & 0 & 1 & \\
& & & & & & 1 & 0 & 1 \\
& & & & & & & 1 & 0
\end{array}\right)
$$

These matrices are due to G. Berhuy and have been appeared in the literature in [2].
Proposition 2.3 Let $B, D \in M_{2 n}(R)$ be such that $B=B_{2 n}\left(t_{4}, \ldots, t_{2 n}\right)$ and $D=\operatorname{diag}\left(s_{2 n}, \ldots, s_{1}\right)$, with $s_{i}, t_{j}$ units in $R$. Assume that $f(X)=\operatorname{det}(D B-$ $\left.X I_{2 n}\right) \in R[X]$ is separable and let $S=\frac{R[X]}{(f(X))}=R[\alpha]$, with $\alpha=X+(f(X))$. Then there exist a unit $\lambda \in R\left[\alpha^{2}\right]$ and a basis $\left\{v_{1}, \ldots, v_{2 n}\right\}$ of $S$ over $R$ such that $D=\left(\operatorname{tr}_{S / R}\left(\lambda v_{i} v_{j}\right)\right)_{1 \leq i, j \leq 2 n}$.
Proof Let $A=D B$ and $v_{i j}=(-1)^{i+j} \Delta_{i j}\left(A-\alpha I_{2 n}\right)$ where $\Delta_{i j}\left(A-\alpha I_{2 n}\right)$ denotes the determinant of the matrix obtained by cancellation of the $i^{t h}$-row and the $j^{\text {th }}$-column of $A-\alpha I_{2 n}$. It follows from $\left(A-\alpha I_{2 n}\right)\left(v_{i j}\right)^{t}=\operatorname{det}(A-$ $\left.\alpha I_{2 n}\right) I_{2 n}=0$ that $A\left(v_{i 1} \ldots v_{i 2 n}\right)^{t}=\alpha\left(v_{i 1} \ldots v_{i 2 n}\right)^{t}$. Set $v_{j}=v_{1 j}$ and $v_{\alpha}=$ $\left(v_{1} \ldots v_{2 n}\right)^{t}$. It is easy to verify that $v_{2 n}=-s_{1} \ldots s_{2 n-1} t_{4} \ldots t_{2 n}$. So $v_{2 n}$ is a unit of $R$ and $v_{\alpha}$ is unimodular. By Lemma $2.2\left\{v_{1}, \ldots, v_{2 n}\right\}$ is a basis of $S$ over $R$ and there exists a unimodular element $v_{\alpha}^{\prime}=\left(v_{1}^{\prime} \ldots v_{2 n}^{\prime}\right)^{t} \in S^{(2 n)}$ such that $\left\{v_{1}^{\prime}, \ldots, v_{2 n}^{\prime}\right\}$ is its dual basis and $A^{t} v_{\alpha}^{\prime}=\alpha v_{\alpha}^{\prime}$.

Furthermore, $S v_{\alpha}=V_{\alpha}:=\left\{v \in S^{(2 n)} \mid A v=\alpha v\right\}$. In fact, it is enough to verify this locally, so assume that $R$ is local with maximal ideal $\mathfrak{p}$. Clearly $S v_{\alpha} \subset V_{\alpha}$. Take $v \in V_{\alpha}$ and consider the $S$-module $W_{v}=S v_{\alpha}+S v$. Since $v_{\alpha}$ is unimodular and $f(X)$ is separable we have $W_{v}=S v_{\alpha}\left(\bmod W_{v}\right)$ or $W_{v}=S v_{\alpha}+\mathfrak{p} W_{v}$. By Nakayama's Lemma $W_{v}=S v_{\alpha}$ and the assertion follows.

It follows from $\alpha v_{\alpha}^{\prime}=A^{t} v_{\alpha}^{\prime}=D^{-1} A D v_{\alpha}^{\prime}$ that $D v_{\alpha}^{\prime} \in V_{\alpha}=S v_{\alpha}$. Thus there exists a unit $\lambda \in S$ such that $D v_{\alpha}^{\prime}=\lambda v_{\alpha}$ and consequently $\lambda v_{j}=s_{2 n-j+1} v_{j}^{\prime}$, for all $1 \leq j \leq 2 n$. Hence $\operatorname{tr}_{S / R}\left(\lambda v_{i} v_{j}\right)=\operatorname{tr}_{S / R}\left(s_{2 n-j+1} v_{i} v_{j}^{\prime}\right)=\delta_{i j} s_{2 n-j+1}$, that is, $D=\left(\operatorname{tr}_{S / R}\left(\lambda v_{i} v_{j}\right)\right)_{1 \leq i, j \leq 2 n}$.

In order to prove that $\lambda \in R\left[\alpha^{2}\right]$ we will proceed again by localization. Set $\Lambda=R\left[\alpha^{2}\right]+R \lambda$ and assume that $R$ is local with maximal ideal $\mathfrak{p}$. By Nakayama's Lemma it is enough to prove that $\Lambda=R\left[\alpha^{2}\right](\bmod \mathfrak{p} \Lambda)$. So, for the rest of the proof we will suppose that $R$ is a field. As in the proof of Lemma 2.2, take $T$ a Galois extension of $R$ with group $G, H$ a subgroup of $G$ such that $S=T^{H}$ and $\left\{\sigma_{1}=1, \sigma_{2}, \ldots, \sigma_{2 n}\right\}$ a left transversal of $H$ in $G$.

It is easy to verify that $f(X)=f(-X)$ (see, for instance, the proof of Proposition 1 of [1]), so the $R$-linear map $\tau: S \rightarrow S$, given by $\tau\left(\alpha^{i}\right)=(-\alpha)^{i}$, is a well defined involution. Also, $S^{[\tau]}=R\left[\alpha^{2}\right]$.

On the other hand, by [7, Lemma 1.1] there exist primitive idempotents $e_{1}, \ldots, e_{m} \in T$ such that $T=\bigoplus_{1 \leq k \leq m} T e_{k}$. Each $T e_{k}$ is a field Galois extension of $R e_{k} \simeq R$ containing $S e_{k}$ as subfield. Moreover, it follows from [4, Lemma 3.2.7] that for each $1 \leq i \leq 2 n$ there exists $1 \leq j \leq 2 n, j \neq i$ such that $e_{k} \sigma_{i} \tau(s)=e_{k} \sigma_{j}(s)$, for all $s \in S$. Now, by the same arguments used in the proof of Proposition of [2] we get $\tau(\lambda) e_{k}=\lambda e_{k}$, for every $1 \leq k \leq m$. Therefore $\tau(\lambda)=\sum_{k=1}^{m} \tau(\lambda) e_{k}=\sum_{k=1}^{m} \lambda e_{k}=\lambda$, which completes the Proof

Now consider the diagonal matrix $D=\operatorname{diag}\left(s_{2 n}, \ldots, s_{1}\right)$, with $s_{i}$ units of $R$, and independent variables $T_{4}, \ldots, T_{2 n}, X$ on $R$. Take the polynomial

$$
f\left(T_{4}, \ldots, T_{2 n}, X\right)=\operatorname{det}\left(B_{2 n}\left(T_{4}, \ldots, T_{2 n}\right)-X D^{-1}\right) \in R\left[T_{4}, \ldots, T_{2 n}, X\right]
$$

Set $F_{n}(X)=f\left(T_{4}, \ldots, T_{2 n}, X\right)$ and let $G_{n}(X)=\frac{\partial F_{n}(X)}{\partial X}$ be the derivative of $F_{n}(X)$ with respect to $X$. We will denote by $d_{n}(X)$ the discriminant of $F_{n}(X)$. Clearly $F_{n}(X)=\operatorname{det}(D)^{-1} X^{2 n}+\left(\right.$ terms of lower degree), so $F_{n}(X)$ is a nonzero polynomial modulo $\mathfrak{p} R\left[T_{4}, \ldots, T_{2 n}\right][X]$, for every maximal ideal $\mathfrak{p}$ of $R$. It follows from the next lemma that the same statement holds for $G_{n}(X)$ and $d_{n}(X)$, provided that 2 is a unit in $R$.

Lemma 2.4 Assume that $R$ is a field of characteristic different from 2. Then, $G_{n}(X)$ and $d_{n}(X)$ are nonzero polynomials in $R\left[T_{4}, \ldots, T_{2 n}\right][X]$.
Proof We will proceed by induction on $n$. For $n=1$ we have

$$
\begin{gathered}
G_{1}(X)=2 s_{1}^{-1} s_{2}^{-1} X \neq 0 \quad \text { and } \\
d_{1}(X)=\operatorname{disc}\left(F_{1}(X)\right)=\operatorname{det}\left(\begin{array}{ccc}
s_{1}^{-1} s_{2}^{-1} & 0 & -1 \\
2 s_{1}^{-1} s_{2}^{-1} & 0 & 0 \\
0 & 2 s_{1}^{-1} s_{2}^{-1} & 0
\end{array}\right)=-4 s_{1}^{-2} s_{2}^{-2} \neq 0
\end{gathered}
$$

For $n>1$ assume that $G_{n-1}(X) \neq 0$ and $\left.d_{n-1}(X)\right) \neq 0$. Note that

$$
F_{n}(X)=U_{n}(X)-F_{n-1}(X) T_{2 n}^{2} \quad \text { and } \quad G_{n}(X)=V_{n}(X)-G_{n-1}(X) T_{2 n}^{2}
$$

where $U_{n}(X)=-s_{2 n}^{-1} X P_{n}(X), V_{n}(X)=\frac{\partial U_{n}(X)}{\partial X}$ and $P_{n}(X)$ is the determinant of the matrix obtained by cancellation of the first row and the first column of $B_{2 n}\left(T_{4}, \ldots, T_{2 n}\right)-X D^{-1}$. Since $U_{n}(X)$ does not depend on $T_{2 n}$, it easily follows that $G_{n}(X) \neq 0$.

Now suppose that $d_{n}(X)=0$. Then, as it is well known, there exist nonzero polynomials $h_{n}(X), l_{n}(X) \in R\left[T_{4}, \ldots, T_{2 n}\right][X]$ such that

$$
h_{n}(X) G_{n}(X)+l_{n}(X) F_{n}(X)=0
$$

From $(\star)$ it easily follows that $h_{n}(X)$ and $l_{n}(X)$ have the same degree as polynomials in the variable $T_{2 n}$. Thus $h_{n}(X)=\sum_{i=0}^{r} a_{i}(X) T_{2 n}^{i}$ and $l_{n}(X)=$ $\sum_{i=0}^{r} b_{i}(X) T_{2 n}^{i}$ with $a_{i}(X), b_{i}(X) \in R\left[T_{4}, \ldots, T_{2 n-2}, X\right], 1 \leq i \leq r, a_{r}(X) \neq 0$ and $b_{r}(X) \neq 0$. We will show in the sequel that we can restrict our discussion to the cases $r=0$ and $r=1$. Firstly, in order to simplify notation put $F_{m}=F_{m}(X), G_{m}=G_{m}(X), U_{m}=U_{m}(X), V_{m}=V_{m}(X), d_{m}=d_{m}(X)$, $a_{i}=a_{i}(X)$ and $b_{i}=b_{i}(X)$, for every $1 \leq m \leq n$ and $1 \leq i \leq r$.
Claim: For every $1 \leq k \leq\left[\frac{r}{2}\right]$ there exist polynomials $f_{2 k}(X), f_{2 k-2}(X) \in$ $R\left[T_{4} \ldots, T_{2 n-2}\right][X]$, with degrees equal to $2 k$ and $2 k-2$ respectively, such that

$$
a_{r-2 k}=f_{2 k}(X) F_{n-1}-f_{2 k-2}(X) U_{n}
$$

and

$$
b_{r-2 k}=-\left(f_{2 k}(X) G_{n-1}-f_{2 k-2}(X) V_{n}\right)
$$

In fact, we will proceed again by induction on $k$. Assume that $k=1$. So $r \geq 2$ and it follows from ( $\star$ ) that

$$
\begin{gather*}
a_{r} G_{n-1}+b_{r} F_{n-1}=0  \tag{1}\\
a_{r} V_{n}+b_{r} U_{n}-\left(a_{r-2} G_{n-1}+b_{r-2} F_{n-1}\right)=0 \tag{2}
\end{gather*}
$$

Note that $R\left[T_{4}, \ldots, T_{2 n}, X\right]$ is a factorial domain. So we can assume that $a_{r}$ and $b_{r}$ are relatively prime. Since by assumption $d_{n-1} \neq 0$ then $F_{n-1}$ and $G_{n-1}$ are also relatively prime. Therefore, it follows from (1) that there exists a nonzero constant $f_{0}=f_{0}(X) \in R\left[T_{4}, \ldots, T_{2 n-2}\right][X]$ such that $a_{r}=f_{0}(X) F_{n-1}$ and $b_{r}=-f_{0}(X) G_{n-1}$. Thus we get from (2) that

$$
\begin{equation*}
\left(f_{0}(X) V_{n}-b_{r-2}\right) F_{n-1}=\left(f_{0}(X) U_{n}+a_{r-2}\right) G_{n-1} \tag{3}
\end{equation*}
$$

which implies that $F_{n-1}$ divides $f_{0}(X) U_{n}+a_{r-2}$. Observe that $f_{0}(X) U_{n}+$ $a_{r-2} \neq 0$ since $\operatorname{deg}\left(f_{0}(X) U_{n}+a_{r-2}\right)=\operatorname{deg}\left(U_{n}\right)=2 n$. Hence there exists a nonzero polynomial $f_{2}(X) \in R\left[T_{4}, \ldots, T_{2 n-2}\right][X]$ such that $f_{0}(X) U_{n}+a_{r-2}=$ $f_{2}(X) F_{n-1}$. Clearly $\operatorname{deg}\left(f_{2}(X)\right)=2$ and it follows from (3) that

$$
a_{r-2}=f_{2}(X) F_{n-1}-f_{0}(X) U_{n}
$$

and

$$
b_{r-2}=-\left(f_{2}(X) G_{n-1}-f_{0}(X) V_{n}\right)
$$

Now assume that $k \geq 2$ and that the claim holds for $l=k-1$. Replacing $a_{r-2 l}$ and $b_{r-2 l}$ by their respective formulas in the coefficient of $T_{2 n}^{r-2 l}$ in ( $\left.\star\right)$, we obtain

$$
\begin{equation*}
\left(f_{2 l}(X) V_{n}-b_{r-2 k}\right) F_{n-1}=\left(f_{2 l}(X) U_{n}+a_{r-2 k}\right) G_{n-1} \tag{4}
\end{equation*}
$$

And using the same arguments as above we obtain from (4) the assertion required.

Finally, if $r=2 k$, replacing $a_{0}$ and $b_{0}$ by their respective formulas in the coefficient of $T_{2 n}^{0}$ in ( $\star$ ) we get

$$
\begin{aligned}
0 & =a_{0} V_{n}+b_{0} U_{n} \\
& =\left(f_{2 k}(X) F_{n-1}-f_{2 k-2}(X) U_{n}\right) V_{n}-\left(f_{2 k}(X) G_{n-1}-f_{2 k-2}(X) V_{n}\right) U_{n} \\
& =f_{2 k}(X)\left(F_{n-1} V_{n}-G_{n-1} U_{n}\right)
\end{aligned}
$$

and, consequently $F_{n-1} V_{n}=G_{n-1} U_{n}$. Thus $F_{n-1}$ divides $U_{n}$ and there exists a nonzero polynomial $h(X) \in R\left[T_{4} \ldots, T_{2 n-2}\right][X]$ such that $U_{n}=h(X) F_{n-1}$, as well as $V_{n}=h(X) G_{n-1}$. Therefore,

$$
h(X) G_{n-1}=V_{n}=\frac{\partial U_{n}}{\partial X}=\frac{\partial h(X)}{\partial X} F_{n-1}+h(X) G_{n-1}
$$

and so $\frac{\partial h(X)}{\partial X} F_{n-1}=0$. Since clearly $\operatorname{deg}(h(X))=2$, we have a contradiction.
If $r=2 k+1$ we proceed in a similar way, replacing $a_{1}$ and $b_{1}$ by their respective formulas in the coefficient of $T_{2 n}$ in $(\star)$, in order to get a similar contradiction. The proof is complete.

Corollary 2.5 Assume that $R$ is a ring with many units whose residue fields are infinite of characteristic different from 2 , and let $s_{1}, \ldots, s_{2 n}$ be units in $R$. Then there exist units $t_{4}, t_{6}, \ldots, t_{2 n}$ in $R$ such that the polynomial $f(X)=$ $\operatorname{det}\left(B D-X I_{2 n}\right)$ is separable over $R$, where $D=\operatorname{diag}\left(s_{2 n}, \ldots, s_{1}\right)$ and $B=$ $B_{2 n}\left(t_{4}, t_{6}, \ldots, t_{2 n}\right)$.

Proof Consider the polynomial

$$
f\left(T_{4}, \ldots, T_{2 n}, X\right)=\operatorname{det}\left(B_{2 n}\left(T_{4}, \ldots, T_{2 n}\right)-X D^{-1}\right) \in R\left[T_{4}, \ldots, T_{2 n}, X\right]
$$

Set $g\left(T_{4}, \ldots, T_{2 n}\right)=T_{4} \ldots T_{2 n} d_{n}(X) \in R\left[T_{4}, \ldots, T_{2 n}\right]$, where $d_{n}(X)$ denotes the discriminant of $f\left(T_{4}, \ldots, T_{2 n}, X\right)$. We have to prove that $g\left(T_{4}, \ldots, T_{2 n}\right)$ represents a unit over $R$. Since $R$ is a ring with many units, it is enough to show this in the case that $R$ is a field. Under this assumption, since $R$ is infinite, it remains only to ensure that $g\left(T_{4}, \ldots, T_{2 n}\right)$ is not zero. The assertion follows now from Lemma 2.4.

Proof of Theorem 2.1. Let $(E, \varphi)$ be a bilinear space of rank $2 n$ over $R$. Since 2 is a unit in $R$, we have that $(E, \varphi)$ is proper and by [ 5 , Theorem 7.3(ii)] there exist units $s_{1}, \ldots, s_{2 n} \in R$ such that $\varphi=\left\langle s_{2 n}, \ldots, s_{1}\right\rangle$ with respect to some orthogonal basis of $E$ over $R$. Let $D=\operatorname{diag}\left(s_{2 n}, \ldots, s_{1}\right)$. By Corollary 2.5 there exist units $t_{4}, t_{6}, \ldots, t_{2 n}$ in $R$ such that the polynomial $f(X)=\operatorname{det}(B D-$ $\left.X I_{2 n}\right)$ is separable over $R$, where $B=B_{2 n}\left(t_{4}, t_{6}, \ldots, t_{2 n}\right)$. Set $S=\frac{R[X]}{(f(X))}=$ $R[\alpha]$, with $\alpha=X+(f(X))$. By Proposition 2.3 there exists a unit $\lambda \in$ $L=R\left[\alpha^{2}\right]$ such that $(E, \varphi)$ is isomorphic to the scaled trace space $\left(S, t_{\lambda}\right)$.

Furthermore, there exists a $R$-linear involution $\tau: S \rightarrow S$ such that $\tau(\alpha)=-\alpha$, $R\left[\alpha^{2}\right]=S^{[\tau]}$ and $S=L[\alpha] \simeq \frac{L[X]}{\left(X^{2}-\alpha^{2}\right)}$ is a strongly separable extension of $L$. Putting $S^{\prime}=\frac{L[X]}{\left(X^{2}+\alpha^{2}\right)}$ we have that $S^{\prime}$ is also a strongly separable extension of $L$ and

$$
\operatorname{tr}_{S / R}(\langle\lambda\rangle) \simeq \operatorname{tr}_{L / R}(\langle 2 \lambda\rangle) \perp \operatorname{tr}_{L / R}\left(\left\langle 2 \lambda \alpha^{2}\right\rangle\right) \simeq \operatorname{tr}_{S^{\prime} / R}\left(\langle\lambda\rangle_{\tau}\right)
$$

where $\operatorname{tr}_{S^{\prime} / R}\left(\langle\lambda\rangle_{\tau}\right)\left(s, s^{\prime}\right)=\operatorname{tr}_{S^{\prime} / R}\left(\lambda s \tau\left(s^{\prime}\right)\right)$ for all $s, s^{\prime} \in S^{\prime}$.
Remark 2.6 We end this paper giving some examples, taken from the literature (see for instance $[5,8]$ ), of rings with many units, others than fields, which satisfy the conditions of the main Theorems 1.1 and 2.1. (in these examples $K$ will always denote an infinite field of characteristic different from 2):
a) the ring of formal power series $K[[X]]$ (its unique residue field is $K$ ),
b) the ring of fractions $S^{-1} A[Y]$, where $A=K[X]$ and $S$ is the multiplicative set of all polynomials in $A$ such that the ideal generated by its coefficients equals A (its residue fields are all finite field extensions of K),
c) any integral extension and any homomorphic image of a ring of the type given in a) or b),
d) any direct product and any direct limit of rings of the type given in a), b) or c).
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