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#### Abstract

In the present paper we introduce a generalized beta distribution with five parameters and derive expressions for its distribution function, characteristic function and the $r^{\text {th }}$ moment. The other main findings are the probability density function (p.d.f.) of the product of two and ' $n$ ' generalized beta random variables and the distribution of the mixed product of the new generalized beta random variables with $H$-function random variables. A number of known and new special cases have also been mentioned.


## 1 Introduction

The beta distribution is a commonly used distribution and is frequently employed to model data. In reliability and life testing experiments, many times the data are modeled by finite range distributions. Looking into the applications of finite range distributions, in this paper we define a new distribution, which is a generalization of the well known beta distribution and study its properties.

[^0]
## A new generalized beta distribution

$$
f(x)= \begin{cases}C x^{\alpha-1}(1-x)^{\beta-1}(1-\sigma x)^{-\rho} \exp (-\eta x) & ; 0 \leq x \leq 1  \tag{1.1}\\ 0 & ; \text { elsewhere }\end{cases}
$$

$\alpha, \beta>0,0 \leq \sigma<1, \eta$ and $\rho$ are real and

$$
\begin{equation*}
C^{-1}=B(\alpha, \beta) \Phi_{1}(\alpha, \rho ; \alpha+\beta ; \sigma,-\eta), \tag{1.2}
\end{equation*}
$$

$B(\alpha, \beta)$ is the well known beta function and $\Phi_{1}(\cdot)$ is Humbert's confluent hypergeometric function given in Srivastava and Manocha [12, p.58, Eq.(36)].

## Particular cases

1. On taking $\eta=0$ in p.d.f. (1.1), we get the following distribution

$$
f(x)=\left\{\begin{array}{ll}
C_{1} x^{\alpha-1}(1-x)^{\beta-1}(1-\sigma x)^{-\rho} \exp (-\eta x) & ; 0 \leq x \leq 1  \tag{1.3}\\
0 & ; \text { elsewhere }
\end{array},\right.
$$

$\alpha, \beta>0,0 \leq \sigma<1, \rho$ is real, where $C_{1}^{-1}=B(\alpha, \beta){ }_{2} F_{1}(\alpha, \rho ; \alpha+$ $\beta ; \sigma)$ and ${ }_{2} F_{1}(\cdot)$ is Gauss hypergeometric function given in Srivastava and Manocha [12, p.29].
2. On taking $\rho=0$ or $\sigma=0$ in p.d.f. (1.1), we obtain the following distribution

$$
f(x)= \begin{cases}C_{2} x^{\alpha-1}(1-x)^{\beta-1} \exp (-\eta x) & ; 0 \leq x \leq 1  \tag{1.4}\\ 0 & ; \text { elsewhere }\end{cases}
$$

$\alpha, \beta>0, \eta$ is real, where $C_{2}^{-1}=B(\alpha, \beta){ }_{1} F_{1}(\alpha ; \alpha+\beta ;-\eta)$ and ${ }_{1} F_{1}(\cdot)$ is confluent hypergeometric function given in Srivastava and Manocha [12, p.36].
3. On taking $\beta=1$ in (1.1), we obtain the following p.d.f.

$$
f(x)= \begin{cases}C_{3} x^{\alpha-1}(1-\sigma x)^{-\rho} \exp (-\eta x) & ; 0 \leq x \leq 1  \tag{1.5}\\ 0 & ; \text { elsewhere }\end{cases}
$$

$\alpha>0,0 \leq \sigma<1, \eta$ and $\rho$ are real and $C_{3}^{-1}=\frac{1}{\alpha} \Phi_{1}(\alpha, \rho ; \alpha+1 ; \sigma,-\eta)$.
4. On taking $\beta=1$ and $\eta=0$ in (1.1), we obtain the following p.d.f.

$$
f(x)= \begin{cases}C_{4} x^{\alpha-1}(1-\sigma x)^{-\rho} & ; 0 \leq x \leq 1  \tag{1.6}\\ 0 & ; \text { elsewhere }\end{cases}
$$

$\alpha>0,0 \leq \sigma<1, \rho$ is real and $C_{4}^{-1}=\frac{1}{\alpha}{ }_{2} F_{1}(\alpha, \rho ; \alpha+1 ; \sigma)$.


Figure 1: Different shapes of the pdf (1.1) w.r.t. the change in parameters $\rho$, $\alpha, \beta, \eta, \sigma$. illustrates the shape of p.d.f. (1.1) with different sets of values for the parameters $\alpha, \beta, \rho, \eta, \sigma$. The effect of the parameters can clearly be seen.
5. On taking $\eta=0=\rho$ in (1.1), we get the well known beta distribution given in Johnson and Kotz [4, p.37]. On further taking $\alpha=1=\beta$ we get the uniform distribution given in Mathai [5].
Now we study some important properties of our p.d.f. $f(x)$ defined by (1.1).

## The characteristic function

The characteristic function of p.d.f. $f(x)$ is given by

$$
\begin{equation*}
\Phi(t)=E(\exp (i t x))=\int_{-\infty}^{\infty} \exp (i t x) f(x) d x \tag{1.7}
\end{equation*}
$$

Substituting the value of $f(x)$ from (1.1) in (1.7) and using a known result given in Gradshteyn and Ryzhik [3, p.367, eq.(3.385)], we get

$$
\begin{equation*}
\Phi(t)=C B(\alpha, \beta) \Phi_{1}(\alpha, \rho ; \alpha+\beta ; \sigma,-(\eta-i t)), \quad \alpha, \beta>0,0 \leq \sigma<1 \tag{1.8}
\end{equation*}
$$

where $i=\sqrt{-1}, E(\cdot)$ stands for mathematical expectation and $C$ is given by eq.(1.2).

## The distribution function

The distribution function $\mathrm{F}(\mathrm{x})$ or the cumulative density function for the p.d.f. $f(x)$ is given by

$$
F(x)=\int_{-\infty}^{\infty} f(x) d x
$$

Substituting the value of $f(x)$ from (1.1) and evaluating the integral, we get

$$
F(x)=C x^{\alpha} F_{1: 0 ; 0 ; 0}^{1: 1 ; 1 ; 0}\left[\begin{array}{ccc}
(\alpha):(1-\beta) ;(\rho) ; \_ & ;  \tag{1.9}\\
(\alpha+1): \ldots, \sigma x,-\eta x
\end{array}\right]
$$

$\alpha, \beta>0,0 \leq \sigma<1, \eta$ and $\rho$ are real. Here $F(\cdot)$ is the generalized Lauricella function given in the book Srivastava and Manocha [12, p.65] and $C$ is given by (1.2).

## The moments

The $r^{\text {th }}$ moment of the p.d.f. $f(x)$ about the origin is given by

$$
\mu_{r}^{\prime}=E\left(x^{r}\right)=\int_{-\infty}^{\infty} x^{r} f(x) d x
$$

Substituting the value of $f(x)$ from eq.(1.1) and evaluating the integral using a result given in Gradshteyn and Ryzhik [3, p.367, Eq.(3.385)], we get

$$
\begin{equation*}
\mu_{r}^{\prime} C B(\alpha+r, \beta) \Phi_{1}(\alpha+r, \rho ; r+\alpha+\beta ; \sigma,-\eta) \tag{1.10}
\end{equation*}
$$

$\alpha, \beta>0,0 \leq \sigma<1, \eta$ and $\rho$ are real and the constant $C$ is given by (1.2).

## 2 Distribution of the product of independent generalized beta random variables

Theorem 1(a). Let $X_{1}$ and $X_{2}$ be two independent random variables (i.r.v.) following the generalized beta distribution given by (1.1), then the p.d.f. of the r.v. $Y=X_{1} X_{2}$ is given by

$$
\left.\begin{array}{rl}
h(y)= & C_{1} C_{2} \Gamma\left(\beta_{1}\right) \Gamma\left(\beta_{2}\right) \sum_{r_{1}, s_{1}, r_{2}, s_{2}=0}^{\infty}\left(\rho_{1}\right)_{r_{1}}\left(\rho_{2}\right)_{r_{2}} \\
& \times G_{2,2}^{2,0}\left[\begin{array}{l|l}
y & \alpha_{1}+\beta_{1}-1+r_{1}+s_{1}, \alpha_{2}+\beta_{2}-1+r_{2}+s_{2} \\
\alpha_{1}-1+r_{1}+s_{1}, \alpha_{2}-1+r_{2}+s_{2}
\end{array}\right] \\
& \times \frac{\left(\sigma_{1}\right)^{r_{1}}}{r_{1}!} \frac{\left(-\eta_{1}\right)^{s_{1}}}{s_{1}!} \frac{\left(\sigma_{2}\right)^{r_{2}}}{r_{2}!} \frac{\left(-\eta_{2}\right)^{s_{2}}}{s_{2}!} \tag{2.1}
\end{array}\right] .
$$

$\alpha_{i}, \beta_{i}>0,0 \leq \sigma_{i}<1, \eta_{i}$ and $\rho_{i}$ are real

$$
\begin{equation*}
C_{i}^{-1}=B\left(\alpha_{i}, \beta_{i}\right) \Phi_{1}\left(\alpha_{i}, \rho_{i} ; \alpha_{i}+\beta_{i} ; \sigma_{i},-\eta_{i}\right), \quad i=1,2 \tag{2.2}
\end{equation*}
$$

Here $G(\cdot)$ stands for the Meijer's $G$-function given in Mathai and Saxena [9]. It is assumed that the series on the r.h.s. of (2.1) is convergent.

Proof. The p.d.f. of the product $Y=X_{1} X_{2}$ is given by Fox [2], as follows

$$
\begin{align*}
h(y) & =M^{-1}\left\{M_{s}\left\{f_{1}\left(x_{1}\right)\right\} M_{s}\left\{f_{2}\left(x_{2}\right)\right\}\right\}  \tag{2.3}\\
& =\int_{c-i \infty}^{c+i \infty} y^{-s} M_{s}\left\{f_{1}\left(x_{1}\right)\right\} M_{s}\left\{f_{2}\left(x_{2}\right)\right\} d s \tag{2.4}
\end{align*}
$$

where $M_{s}\left\{f_{i}\left(x_{i}\right)\right\}$ denotes the Mellin transform of $f_{i}\left(x_{i}\right)$ and $M^{-1}(\cdot)$ denotes the inverse Mellin transform. Using the definition (1.1) and a known result from Gradshteyn and Ryzhik [3, p.367, eq.(3.385.1)], we get

$$
\begin{align*}
M_{s}\left\{f_{i}\left(x_{i}\right)\right\}= & \int_{0}^{1} x_{i}^{s-1} f_{i}\left(x_{i}\right) d x_{i}=C_{i} B\left(s+\alpha_{i}-1, \beta_{i}\right) \\
& \times \Phi_{1}\left(s+\alpha_{i}-1, \rho_{i} ; \alpha_{i}+\beta_{i}+s-1 ; \sigma_{i},-\eta_{i}\right) \tag{2.5}
\end{align*}
$$

where $C_{i}$ is given by (2.2).
We now substitute these values in (2.4), write the functions $\Phi_{1}(\cdot)$ in the series forms and interchange the order of summation and integration. Evaluating
the inner integral thus obtained by using a known result from Gradshteyn and Ryzhik [3, p.687, eq.(6.422.19)], we arrive at the required result (2.1).

The above theorem can be generalized for the product of ' $n$ ' i.r.v. and the result can be stated in the following form:

Theorem 1(b). Let $X_{1}, X_{2}, \cdots, X_{n}$ be ' $n$ ' i.r.v. following the generalized beta distribution given by (1.1), then the p.d.f. of $Y=X_{1} X_{2} \cdots X_{n}$ is given by
$h(y)=\prod_{i=1}^{n} C_{i} \Gamma\left(\beta_{i}\right) \sum_{r_{i}, s_{i}=0}^{\infty}\left(\rho_{i}\right)_{r_{i}} \frac{\left(\sigma_{i}\right)^{r_{i}}\left(-\eta_{i}\right)^{s_{i}}}{r_{i}!s_{i}!}$

$$
\begin{gather*}
\times G_{n, n}^{n, 0}\left[y \left\lvert\, \begin{array}{l}
\alpha_{1}+\beta_{1}-1+r_{1}+s_{1}, \alpha_{2}+\beta_{2}-1+r_{2}+s_{2} \\
\alpha_{1}-1+r_{1}+s_{1}, \alpha_{2}-1+r_{2}+s_{2} \\
\cdots, \alpha_{n}+\beta_{n}-1+r_{n}+s_{n} \\
\cdots, \alpha_{n}-1+r_{n}+s_{n}
\end{array}\right.\right]
\end{gather*}
$$

$\alpha_{i}, \beta_{i}>0,0 \leq \sigma_{i}<1, \eta_{i}$ and $\rho_{i}$ are real.

$$
C_{i}^{-1}=B\left(\alpha_{i}, \beta_{i}\right) \Phi_{1}\left(\alpha_{i}, \rho_{i} ; \alpha_{i}+\beta_{i} ; \sigma_{i},-\eta_{i}\right), \quad i=1, \cdots, n
$$

In Theorem 1(b) if we specialize the generalized beta distribution to standard beta distribution, we obtain the result obtained by Springer and Thompson [10].

On reducing the generalized beta distribution occurring in Theorems 1(a) and $1(\mathrm{~b})$ to the distributions as mentioned in Section 1, we can obtain the distributions of products of random variables having these probability density functions.

## 3 Distribution of the mixed product of independent random variables

We shall now obtain the distribution of the mixed product of i.r.v. $X$ and $Y$ when $X$ follows the generalized beta distribution given by (1.1) and $Y$ the $H$-function distribution given as follows
$\boldsymbol{H}$-function distribution (Mathai and Saxena [7])

$$
g(x)=\left\{\begin{array}{lll}
K x^{\lambda-1} \exp (-\gamma x) H_{P, Q}^{M, N}
\end{array}\left[\begin{array}{l|l}
a x^{\mu} & \left(a_{j}, \alpha_{j}\right)_{1, P}  \tag{3.1}\\
0 & \left(b_{j}, \beta_{j}\right)_{1, Q}
\end{array}\right] \begin{array}{ll}
; & x \geq 0 \\
& ; \quad \text { elsewhere }
\end{array}\right.
$$

where

$$
K^{-1}=\gamma^{-\lambda} H_{P+1, Q}^{M, N+1}\left[\begin{array}{l|c}
a \gamma^{-\mu} & (1-\lambda, \mu)\left(a_{j}, \alpha_{j}\right)_{1, P}  \tag{3.2}\\
\left(b_{j}, \beta_{j}\right)_{1, Q}
\end{array}\right]
$$

Here $H_{P, Q}^{M, N}\left[a x^{\mu}\right]$ denotes the well known Fox $H$-function [1]. Throughout the paper it is assumed that this function always satisfies the conditions given in the books by Srivastava, Gupta and Goyal [11, p.11] and Mathai and Saxena [8].

Also
(i) $\mu>0, \gamma>0$
(ii) $\lambda+\mu \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)>0$
(iii) The parameters involved are so restricted that $f(x)$ remains non negative and

$$
\begin{equation*}
\int_{0}^{\infty} f(x) d x=1 \tag{3.3}
\end{equation*}
$$

The above distribution is very general in nature and generalizes many distributions such as generalized beta and gamma distribution, student- $t$ distribution, normal distribution, exponential distribution, Cauchy, Rayleigh, Weibull, Maxwell distribution, generalized $F$-distribution, generalized hypergeometric distribution defined by Mathai and Saxena [6] and a distribution involving $H$-function defined by Srivastava and Singhal [13].

Theorem 2(a). The p.d.f. $h(z)$ of the product $Z=X Y$ when $X$ and $Y$ are i.r.v. with p.d.f.s $f(x)$ and $g(y)$ given by (1.1) and (3.1) respectively is given as follows
$h(z)=C K \Gamma(\beta) \sum_{t, s=0}^{\infty}(\rho)_{t} \frac{(\sigma)^{t}}{t!} \frac{(-\eta)^{s}}{s!} \gamma^{-\lambda+1}$

$$
\begin{align*}
& \times \sum_{h=1}^{M} \sum_{r=0}^{\infty} \frac{\prod_{j=1}^{M} \Gamma\left(b_{j}-\beta_{j} \xi\right) \prod_{j=1}^{N} \Gamma\left(1-a_{j}+\alpha_{j} \xi\right)}{\prod_{j=N+1}^{P} \Gamma\left(a_{j}-\alpha_{j} \xi\right) \prod_{j=M+1}^{Q} \Gamma\left(1-b_{j}+\beta_{j} \xi\right)} \\
& \times \frac{(-1)^{r}\left(a \gamma^{-\mu}\right)^{\xi}}{(r)!\beta_{h}} G_{1,2}^{2,0}\left[\gamma z \left\lvert\, \begin{array}{c|c} 
& \alpha+\beta-1+t+s \\
\alpha-1+t+s, \lambda+\mu \xi-1
\end{array}\right.\right] \tag{3.4}
\end{align*}
$$

$\alpha, \beta>0,0 \leq \sigma<1, \eta$ and $\rho$ are real, $\mu>0, \lambda>0, \lambda+\mu \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)>0$, $\xi=\frac{b_{k}+r}{\beta_{k}}$ and $C$ and $K$ are given by (1.2) and (3.2) respectively. It is assume that the series on the r.h.s. of (3.4) is convergent.

Proof. Following the lines of proof of Theorem 1(a) we can write the p.d.f. of the product $Z=X Y$ as follows

$$
\begin{equation*}
h(z)=\int_{c-i \infty}^{c+i \infty} z^{-s} M_{s}\{f(x)\} M_{s}\{g(y)\} d s \tag{3.5}
\end{equation*}
$$

The value of $M_{s}\{f(x)\}$ follows directly from the result given by eq.(2.5) and $M_{s}\{g(y)\}$ can be obtained using a known result from Srivastava, Gupta and Goyal [11, p.16, eq.(2.4.2)], as follows
$M_{s}\{g(y)\}=\int_{0}^{1} y^{s-1} g(y) d y=\gamma^{-\lambda+s+1} H_{P+1, Q}^{M, N+1}\left[a \gamma^{-\mu} \left\lvert\, \begin{array}{c}(2-\lambda-s, \mu)\left(a_{j}, \alpha_{j}\right)_{1, P} \\ \left(b_{j}, \beta_{j}\right)_{1, Q}\end{array}\right.\right]$

$$
\begin{equation*}
\mu>0, \quad \gamma>0, \quad \lambda+\mu \min _{1 \leq j \leq M}\left(\frac{b_{j}}{\beta_{j}}\right)>0 \tag{3.6}
\end{equation*}
$$

Now, we substitute these values in (3.5), write the functions $\Phi_{1}(\cdot)$ and $H(\cdot)$ in their series forms (Srivastava, Gupta and Goyal [11, p.12]) and interchange the order of summation and integration. Evaluating the inner integral by using a known result from Gradshteyn and Ryzhik[3, p.687, eq.(6.422.19)] we arrive at the required result (3.4).

The above result can be generalized to give the p.d.f. $h(z)$ of the mixed product of ' $n$ ' generalized beta variables and ' $m-n$ ' $H$-function random variables and the result can be stated in the following form:

Theorem 2(b). Let $X_{1}, X_{2}, \cdots, X_{n}$ be i.r.v. following the generalized beta distribution given by (1.1) and $Y_{1} Y_{2} \cdots Y_{m-n}$ be i.r.v. following the $H$-function
distribution given by (3.1), then the p.d.f. of $Z=X_{1} X_{2} \cdots X_{n} Y_{1} Y_{2} \cdots Y_{m-n}$ $(1 \leq n<m)$ is given by

$$
\begin{gather*}
h(z)=\prod_{i=1}^{n} C_{i} \Gamma\left(\beta_{i}\right) \sum_{r_{i}, s_{i}=0}^{\infty}\left(\rho_{i}\right)_{r_{i}} \frac{\left(\sigma_{i}\right)^{r_{i}}}{r_{i}!} \frac{\left(-\eta_{i}\right)^{s_{i}}}{s_{i}!} \prod_{l=1}^{m-n} K_{l} \gamma_{l}^{-\lambda_{l}+1} \\
\times \sum_{h=1}^{M_{l}} \sum_{r^{\prime}=0}^{\infty} \frac{\prod_{\substack{j=1 \\
j \neq h}}^{M_{l}} \Gamma\left(b_{j}^{(l)}-\beta_{j}^{(l)} \xi_{l}\right) \prod_{j=1}^{N_{l}} \Gamma\left(1-a_{j}^{(l)}+\alpha_{j}^{(l)} \xi_{l}\right)}{\prod_{j=N_{l}+1}^{P_{l}} \Gamma\left(a_{j}^{(l)}-\alpha_{j}^{(l)} \xi_{l}\right) \prod_{j=M_{l}+1}^{Q_{l}} \Gamma\left(1-b_{j}^{(l)}+\beta_{j}^{(l)} \xi^{(l)}\right)} \frac{(-1)^{r^{l}}\left(a_{l} \gamma_{l}^{-\mu_{l}}\right)^{\xi_{l}}}{\left(r^{l}\right)!\beta_{h}^{(l)}} \\
G_{n, m}^{m, 0}\left[\gamma_{l} z \left\lvert\, \begin{array}{c}
\alpha_{1}+\beta_{1}-1+r_{1}+s_{1}, \alpha_{2}+\beta_{2}-1+r_{2}+s_{2}, \\
\alpha_{1}-1+r_{1}+s_{1}, \cdots, \alpha_{n}-1+r_{n}+s_{n}, \lambda_{1}+\mu_{1} \xi_{1}-1, \\
\cdots, \alpha_{n}+\beta_{n}-1+r_{n}+s_{n} \\
\cdots, \lambda_{m-n}+\mu_{m-n} \xi_{m-n}-1
\end{array}\right.\right]
\end{gather*}
$$

$\alpha_{i}, \beta_{i}>0,0 \leq \sigma_{i}<1, \eta_{i}$ and $\rho_{i}$ are real, $\mu_{l}>0, \lambda_{l}>0, \lambda_{l}+\mu_{l} \min _{1 \leq j \leq m}\left(\frac{b_{j}}{\beta_{j}}\right)>$ 0 ,
where

$$
C_{i}^{-1}=B\left(\alpha_{i}, \beta_{i}\right) \Phi_{1}\left(\alpha_{i}, \rho_{i} ; \alpha_{i}+\beta_{i} ; \sigma_{i},-\eta_{i}\right), \quad i=1,2, \cdots, n
$$

$$
\xi_{l}=\frac{b_{h}^{(l)}+r^{l}}{\beta_{h}^{(l)}} \text { and }
$$


It is assumed that the series on the r.h.s. of (3.7) is convergent.
In theorem 2(b) if we reduce the generalized beta distribution and the H function distribution to standard beta and gamma distributions respectively, we obtain the p.d.f. of the product of ' $n$ ' beta and ' $m-n$ ' gamma random variables, as obtained by Springer and Thompson [10].

In theorem 2(a) and 2(b), we reduce the generalized beta distribution to the distribution as listed as listd in section $I$ and the $H$-function distribution (3.1) to the distribution mentioned after equation (3.3), we can obtain their ditribution of the mixed product of independent variables having these p.d.f.'s which are defined on both finite and infinite ranges.
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