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Abstract

We dicuss foundational and theoretical aspects of algebraic coding
theory with the concentration on repeated-root cyclic and negacyclic
codes of prime power length p® over a finite commutative chain ring
R. Among other things, the nilpotency indeces of x — 1 and = + 1 in the

Rlz] Rlz] . .
P 1) and e ) respectively, are established.

ambient rings =

1. What is Coding Theory?

The existence of noise in communication channels is an unavoidable fact of life.
A response to this problem has been the creation of error-correcting codes.
Coding Theory is the study of the properties of codes and their properties for a
specific application. Codes are used for data compression, cryptography, error-
correction, and more recently for network coding. In 1948, Claude Shannon’s!
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IClaude Elwood Shannon (April 30, 1916 - February 24, 2001) was an American mathe-
matician, electronic engineer, and cryptographer, who is refered to as ”the father of informa-
tion theory”. Shannon is also credited as the founder of both digital computer and digital
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landmark on the mathematical theory of communication, which showed that
good codes exist, marked the beginning of both Information Theory and Coding
Theory.

The common feature of communication channels is that the original in-
formation is sent accross a noisy channel to a receiver at the other end. The
channel is "noisy” in the sense that the received message is not always the same
as what was sent. The fundamental problem is to detect if there is an error, and
in such case, to determine what meassge was sent based on the approximation
that was received. An example that motivated the study of coding theory is
telephone transmission. It is impossible to avoid errors that occur as messages
pass through long telephone lines and are corrupted by things such as lightening
and crosstalk. The transmission and reception capabilities of many modems
are increased by error handling capability in hardware. Another area in which
coding theory has been applied successfully is deep space communication. The
meassge sourse is the satellite, the channel is the out space and hardware that
sends and receives date, the receiver is the ground station on earth, and the
noise are outside problems such as atmospheric conditions and thermal distur-
bance. Data from space missions has been coded for transmission, since it is
normally impractical to retransmit. It is also important to protect communica-
tion across time from inaccuracies. Data stored in computer banks or on tapes
is subject to the intrusion of gamma rays and magnetic interference. Personal
computers are exposed to much battering, their hard disks are often equipped
with an error correcting code called ”cyclic redundancy check” (CRC)? de-
signed to detect accidental changes to raw computer data. Leading computer
companies like IBM an Dell have devoted much energy and time to the study
and implementation of error correcting techniques for data storage.

circuit design theory, when, in 1937, as a 21-year-old master’s student at MIT, he wrote a
thesis establishing that electrical application of Boolean algebra could construct and resolve
any logical, numerical relationship. It has been claimed that this was the most important
master’s thesis of all time. Shannon contributed to the field of cryptanalysis during World
War II and afterwards, including basic work on code breaking.

2A cyclic redundancy check (CRC) is an error-detecting code designed to detect acciden-
tal changes to raw computer data, and is commonly used in digidelltal networks and storage
devices such as hard disk drives. The CRC was first introduced by Peterson and Brown in
1961, the 32-bit polynomial used in the CRC function of Ethernet and many other standards
is the work of several researchers and was published in 1975. Blocks of data entering these
systems get a short check value attached, derived from the remainder of a polynomial divi-
sion of their contents; on retrieval the calculation is repeated, and corrective action can be
taken against presumed data corruption if the check values do not match. CRCs are so called
because the check (data verification) value is a redundancy (it adds zero information to the
message) and the algorithm is based on cyclic codes. CRCs are popular because they are
simple to implement in binary hardware, are easy to analyze mathematically, and are partic-
ularly good at detecting common errors caused by noise in transmission channels. Because
the check value has a fixed length, the function that generates it is occasionally used as a
hash function.
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The study of codes has grown into an important subject that intersects
various scientific disciplines, such as information theory, electrical engineering,
mathematics, and computer science, for the purpose of designing efficient and
reliable data transmission methods. This typically involves the removal of
redundancy and the detection and correction of errors in the transmitted data.
There are essentially two aspects to coding theory, namely, source coding (i.e,
data compression) and channel coding (i.e, error correction). These two aspects
may be studied in combination.

Source coding attempts to compress the data from a source in order to trans-
mit it more efficiently. This process can be found every day on the internet
where the common Zip data compression is used to reduce the network band-
width and make files smaller. The second aspect, channel coding, adds extra
data bits to make the transmission of data more robust to disturbances present
on the transmission channel. The ordinary users usually are not aware of many
applications using channel coding. A typical music CD uses the Reed-Solomon
code to correct damages caused by scratches and dust. In this application the
transmission channel is the CD itself. Cellular phones also use coding tech-
niques to correct for the fading and noise of high frequency radio transmission.
Data modems, telephone transmissions, and NASA all employ channel coding
techniques to get the bits through, for example the turbo code and LDPC
codes.

Algebraic coding theory studies the subfield of coding theory where the
properties of codes are expressed in algebraic terms. Algebraic coding theory
is basically divided into two major types of codes, namely block codes and
convolutional codes. It analyzes the following three important properties of
a code: code length, total number of codewords, and the minimum distance
between two codewords, using mainly the Hamming?® distance, sometimes also
other distances such as the Lee distance, Euclidean distance.

Given an alphabet A with ¢ symbols, a block code C of length n over the
alphabet A is simply a subset of A™. The g-ary n-tuples from C are called the
codewords of the code C. One normally envisions K, the number of codewords
in C, as a power of ¢, i.e., K = ¢*, thus replacing the parameter K with the
dimension k = log, K. This dimension k is the smallest integer such that each
message for C can be assigned its own individual message k-tuple from the
g-ary alphabet A. Thus, the dimension k can be considered as the number of
codeword symbols that are carrying message rather than redundancy. Hence,
the number n — k is sometimes called the redundancy of the code C'. The error
correction performance of a block code is described by the minimum Hamming

3The Hamming distance is named after Richard Hamming, who first introduced it in his
fundamental paper on Hamming codes in 1950 [25]. It is used in telecommunication to count
the number of flipped bits in a fixed-length binary word as an estimate of error, and hence
it is sometimes refered to as the signal distance.
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distance d between each pair of code words, and is normally referred as the
distance of the code.

In a block code, each input message has a fixed length of £ < n input
symbols. The redundancy added to a message by transforming it into a larger
codeword enables a receiver to detect and correct errors in a transmitted code
word, and to recover the original message by using a suitable decoding algo-
rithm. The redundancy is described in terms of its information rate, or more
simply, for a block code, in terms of its code rate, k/n.

At the receiver end, a decision is made about the codeword transmitted
based on the information in the received n-tuple. This decision is statistical,
that is, it is a best guess on the basis of available information. A good code is
one where k/n, the rate of the code, is as close to one as possible (so that, with-
out too much redundancy, information may be transmited efficiently) while the
codewords are far enough from one another that the probability of an incorrect
interpretation of the received message is very small. The following diagram de-
scribes a communication channel that includes an encoding/decoding scheme:

original codeword received estimated
Message | — > | Encoder | ——— | Channel | ——— | Decoder | ——— | User
message message

codeword
TNoise

Shannon’s theorem ensures that our hopes of getting the correct messages
to the users will be fulfilled a certain percentage of the time. Based on the
characteristics of the communication channel, it is possible to build the right
encoders and decoders so that this percentage, although not 100%, can be made
as high as we desire. However, the proof of Shannon’s theorem is probabilistic
and only guarantees the exixtence of such good codes. No specific codes were
constructed in the proof that provides the desired accuracy for a given channel.
The main goal of Coding Theory is to establish good codes that fulfill the
assertions of Shannon’s theorem. During the last 50 years, while many good
codes have been constructed, but only from 1993, with the introduction of
turbo codes?, the rediscoveries of LDPC codes®, and the study of related codes

4Turbo codes were first introduced and developed in 1993 by Berrou, Glavieux, and Thiti-
majshima. Turbo codes are a class of high-performance forward error correction (FEC) codes,
which were the first practical codes to closely approach the channel capacity, a theoretical
maximum for the code rate at which reliable communication is still possible given a specific
noise level. Turbo codes are widely used in deep space communications and other applications
where designers seek to achieve reliable information transfer over bandwidth-constrained or
latency-constrained communication links in the presence of data-corrupting noise. The first
class of turbo code was the parallel concatenated convolutional code (PCCC). Since the in-
troduction of the original parallel turbo codes in 1993, many other classes of turbo code
have been discovered, including serial versions and repeat-accumulate codes. Iterative Turbo
decoding methods have also been applied to more conventional FEC systems, including Reed-
Solomon corrected convolutional codes.

SLDPC (low-density parity-check) codes were first introduced in 1963 by Robert G. Gal-
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and associated iterative decoding algorithms, researchers started to see codes
that approach the expectation of Shannon’s theorem in practice.

2. Alphabets: Fields and Rings

While the algebraic theory of error-correcting codes has traditionally taken
place in the setting of vector spaces over finite fields, codes over finite rings
have been studied since the early 1970s. However, the papers on the subject
during the 1970s and 1980s were scarse and may have been considered mostly
as a mere mathematical curiosity since they did not seem to be aimed at solving
any of the pressing open problems that were considered of utmost importance
at the time by coding theorists.

Some of the highlights of that period include the work of Blake [2], who,
in 1972, showed how to contruct codes over Z,, from cyclic codes over GF(p)
where p is a prime factor of m. He then focused on studying the structure of
codes over Zy- (cf. [3]). In 1977, Spiegel [38], [39] generalized those results to
codes over Z,,, where m is an arbitrary positive integer.

There are well known families of nonlinear codes (over finite fields), such
as Kerdock, Preparata, Nordstrom-Robinson, Goethals, and Delsarte-Goethals
codes [23, 34], that have more codewords than every comparable linear codes
known to date. They have great error-correcting capabilities as well as remark-
able structure, for example, the weight distributions of Kerdock and Preparata
codes are MacWilliams transform of each other. Several researchers have in-
vestigated these codes and have shown that they are not unique, and large
numbers of codes exist with the same weight distributions.

It was only until the early 1990s that the study of linear codes over finite
rings gained prominence, due to the discovery that these codes are actually
equivalent to linear codes over the ring of integers modulo four, the so-called
Quaternary codes® (cf. [8]). Nechaev pointed out that the Kerdock codes are,
in fact, cyclic codes over Z4. Furthermore, the intriguing relationship between

lager in his doctoral dissertation at MIT. At that time, it was impractical to implement and
LDPC codes were forgotten, but they were rediscovered in 1996. A LDPC code is a linear
error correcting code, a method of transmitting a message over a noisy transmission channel,
and is constructed using a sparse bipartite graph. LDPC codes are capacity-approaching
codes, which means that practical constructions exist that allow the noise threshold to be set
arbitrarily close on the binary erasure channel (BEC) to the Shannon limit for a symmetric
memory-less channel. The noise threshold defines an upper bound for the channel noise, up
to which the probability of lost information can be made as small as desired. Using itera-
tive belief propagation techniques, LDPC codes can be decoded in time linear to their block
length.

6In the coding theory literature, the term ” quaternary codes” sometimes is used for codes
over the finite field GF(4). Throughout this paper, including references, unless otherwise
stated, by quatenary codes we mean codes over Zg.
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the weight distributions of Kerdock and Preparata codes, a relation that is
akin to that between the weight distributions of a linear code and its dual, was
explained by Calderbank, Hammons, Kumar, Sloane and Solé [8] when they
showed in 1993 that these well-known codes are in fact equivalent to linear
codes over the ring Z, which are dual to one another. The families of Kerdock
and Preparata codes exist for all length n = 4* > 16, and at length 16, they
coincide, providing the Nordstrom-Robison code [34, 23], this code is the unique
binary code of length 16, consisting 256 codewords, and minimum distance 6.
In [8] (see also [12]), it has also been shown that the Nordstrom-Robison code
is equivalent to a quaternary code which is self-dual. From that point on, codes
over finite rings in general and over Z4 in particular, have gained considerable
prominence in the literature. There are now numerous research papers on this
subject and at least one book devoted to the study of Quaternary Codes.

Although we did not elaborate much on the meaning of the ”remarkable
structure” mentioned above between the Kerdock and Preparata codes and
the corresponding codes over Zg4, let it suffice to say that there is an isometry
between them that is induced by the Gray map p : Zy — (Z3)? sending 0 to
00, 1 to 01, 2 to 11, and 3 to 10. The isometry relates codes over Z, equipped
with the so-called Lee metric with the Kerdock and Preparata codes with the
standard Hamming metric. The point is that, from its inception, the theory of
codes over rings was not only about the introduction of an alternate algebraic
structure for the alphabet but also of a different metric for the new codes
over rings. In addition to the Lee metric, other alternative metrics have been
considered by several authors.

There are at least two reasons why cyclic codes have been one of the most
important class of codes in coding theory. First of all, cyclic codes can be
efficiently encoded using shift registers, which explains their preferred role in
engineering. In addition, cyclic codes are easily characterized as the ideals of
the specific quotient ring % of the (infinite) ring F'[z] of polynomials with
coefficients in the alphabet field F. It is this characterization that makes cyclic
codes suitable for generalizations of various sorts. The concepts of negacyclic
and constacyclic codes, for example, may be seen as focusing on those codes that

ﬁ[fn and <an[‘f])\> (where A € F—{0})

correspond to ideals of the quotient rings T
of Flz].

All of notions above can easily be extended to the finite ring alphabet case
by replacing the finite field F' by the finite ring R in each definition. Those
concepts, when R is a chain ring, are the main subject of this paper.
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3. Chain Rings and Galois Rings

Let R be a finite commutative ring. An ideal I of R is called principal if it is
generated by a single element. A ring R is a principal ideal ring if all of its
ideals are principal. R is called a local ring if R has a unique maximal ideal.
Furthermore, a ring R is called a chain ring if the set of all ideals of R is a
chain under set-theoretic inclusion. It can be shown easily that chain rings are
principal ideal rings. Examples of finite commutative chain rings include the
ring Z, of integers modulo p¥, for a prime p, and the Galois rings GR(p*, m),
i.e. the Galois extension of degree m of Z,. (cf. [33], [26])7. These classes
of rings have been used widely as an alphabet for constacyclic codes. Various
decoding schemes for codes over Galois rings have been considered in [6, 5, 7].

The following equivalent conditions are well-known for the class of finite
commutative chain rings (cf. [20, Proposition 2.1]).

Proposition 3.1. For a finite commutative ring R the following conditions
are equivalent:

(i) R is a local ring and the mazimal ideal M of R is principal,
(#4) R is a local principal ideal ring,
(#9t) R is a chain ring.
Let ¢ be a fixed generator of the maximal ideal M of a finite commutative

chain ring R. Then ( is nilpotent and we denote its nilpotency index by ¢. The
ideals of R form a chain:

R=(")2(" 22" H2("=0).

Let R = £. By ~ : R[z] — R[z], we denote the natural ring homomorphism
that maps r +— 7 + M and the variable z to x. The following is a well-known
fact about finite commutative chain ring (cf. [33]).

Proposition 3.2. Let R be a finite commutative chain ring, with mazimal
ideal M = (C), and let t be the nilpotency . Then

(a) For some prime p and positive integers k,l (k > 1), |R| = P, |R| = p,
and the characteristic of R and R are powers of p,

7 Although we only consider finite commutative chain rings in this paper, it is worth noting
that a finite chain ring need not be commutative. The smallest noncommutative chain ring
has order 16 [29], that can be represented as R = GF(4) & GF(4), where the operations +, -
are

(a1,b1) + (a2, b2) = (a1 + az,b1 + b2),

(a1,b1) - (a2,b2) = (a1az,a1bs + bra?).



214 Repeated-Root Cyclic and Negacyclic Codes Of...

(b) Fori=0,1,...,t, ()| = |R|*"". In particular, |R| = |R|', i.c., k = It.

Two polynomials f1, fo € R|z] are called coprime if (f1) + (f2) = R][z], or
equivalently, if there exist polynomials g1, g2 € R[] such that fig; + fags = 1.
The coprimeness of two polynomials in R[] is defined similarly.

Lemma 3.3. (cf. [20, Lemma 2.3, Remark 2.4]) Two polynomials f1, f2 €
R[z] are coprime if and only if f1 and f, are coprime in R[x]. Moreover, if

k
fi, fa, ..., fx are pairwise coprime polynomials in Rz, then f; and ][ f; are
i
coprime in R[x].
A polynomial f € R[z] is called basic irreducible if f is irreducible in R[z].
A polynomial f € R[x] is called regular if it is not a zero divisor.

Proposition 3.4. (cf. [33, Theorem XIII.2(c)]) Let f(z) = ap+ar1z+- - -Fanz™
be in R[x], then the following are equivalent:

1) [ is regular,

ZZ) <a‘05 at, .. 'aan> = R;

i) a; is a unit for some i, 0 < i <mn,

(
(
(
(iv) f # 0.

The following Lemma guarantees that factorizations into product of pair-
wise coprime polynomials over R lift to such factorizations over R (cf. [33,
Theorem XIIT.4]).

Lemma 3.5. (Hensel’'s Lemma) Let f be a polynomial over R and assume
f = q192...9, where g1,9s, ..., g, are pairwise coprime polynomials over R.
Then there exist pairwise coprime polynomials f1, fo,..., fr over R such that
f=ffe...frand f,=g; fori=1,2,... r.

Proposition 3.6. If f is a monic polynomial over R such that f is square
free, then f factors uniquely as a product of monic basic irreducible pairwise
coprime polynomial.

In the general case, when f is not necessarily square-free, [9, Theorem 4],
[10, Theorem 2], [36, Theorem 3.2] provide a necessary and sufficient condition
for % to be a principal ideal ring;:

Proposition 3.7. Let f € R[x] be a monic polynomial such that f is not
square-free. Let g,h € R[x] be such that f = gh and G is the square-free part
of f. Write f = gh + Cw with w € R[z]. Then % is a principal ideal Ting if

and only if ©#0, and T and h are coprime.
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The Galois ring of characteristic p* and dimension m, denoted by GR(p*, m),
is the Galois extension of degree m of the ring Z,.. Equivalently,

GR(p*,m) = 2=

where h(z) is a monic basic irreducible polynomial of degree m in Zpa[z2].
Note that if a = 1, then GR(p, m) = GF(p™), and if m = 1, then GR(p%, 1) =
Zpa. We gather here some well-known facts about Galois rings (cf. [33, 26]):

Proposition 3.8. Let GR(p*,m) = %h%z[;] be a Galois ring, then the following
hold:

(i) Each ideal of GR(p®, m) is of the form (p*) = p* GR(p®,m), for 0 <
k < a. In particular, GR(p®, m) is a chain ring with mazimal ideal
(p) = pGR(p*, m), and residue field GF(p™).

(ii) For 0 <i < a, |p' GR(p®, m)| = p™@=9,

(iii) Each element of GR(p®, m) can be represented as up®, where u is a unit
and 0 < k < a, in this representation k is unique and u is unique modulo

(")

(v) h(z) has a root &, which is also a primitive (p™ — 1)th root of unity. The
set

Tm = {Oa 1) ga 525 . '7§pm_2}

is a complete set of representatives of the cosets % = GF(p™) in
GR(p*,m). Each element r € GR(p®*, m) can be written uniquely as

r=&+&p+-+&1pl

with & € Tp,, 0<i<a—1.

(v) For each positive integer d, there is a natural injective ring homomorphism
GR(p*, m) — GR(p*, md).

(vi) There is a natural surjective ring homomorphism GR(p®, m) — GR(p®~1,m)
with kernel (p®~1).

(vii) Each subring of GR(p®*, m) is a Galois ring of the form GR(p%,1), where
I divides m. Conversely, if | divides m then GR(p®*, m) contains a unique
copy of GR(p*,1). That means, the number of subrings of GR(p*,m) is
the number of positive divisors of m.
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4. Constacyclic Codes

Let R be a finite commutative ring. Given an n-tuple (g, x1,...,Zn—1) € R,
the cyclic shift 7 and negashift v on R™ are defined as usual, i.e.,

T(20, 1, -+ s Tn—1) = (Tn—1,T0, T1, "+ , Tn—2),

and
l/(xo, T, .- .,.13”_1) = (—xn_l, Lo, L1, ,xn_g).
A code C is called cyclic if 7(C') = C, and C is called negacyclic if v(C) = C.

More generally, if A is a unit of the ring R, then the A-constacyclic (A-twisted)
shift T on R™ is the shift

Ao, 1, s Tn1) = (ATp—1, 0, X1, -+ 5 Tr—2),

and a code C is said to be A-constacyclic if 7 (C) = C, i.e., if C is closed under
the A-constacyclic shift 7). Equivalently, C' ia a A-constacyclic code if and only
if

CS)\ g Ca

where S is the A-constacyclic shift matrix given by

01 --- 0 0
S)\ = i : B : = : I"_l - Rnxn-
0 0 --- 1 0
A0 --- 0 A0 - 0
In light of this definition, when A = 1, A-constacyclic codes are cyclic codes,
and when A = —1, A\-constacyclic codes are just negacyclic codes.
Each codeword ¢ = (¢, ¢1, - - ., ¢n—1) is customarily identified with its poly-

nomial representation c(z) = co +c1x + - -+ + ¢, 12", and the code C is in
turn identified with the set of all polynomial representations of its codewords.
%, zc(x) corresponds to a A-constacyclic shift of ¢(x).
From that, the following fact is well-known and straightforward:

Then in the ring

Proposition 4.1. A linear code C of length n is \-constacyclic over R if and

only if C' is an ideal of <£[‘f])\>.

The dual of a cyclic code is a cyclic code, and the dual of a negacyclic code
is a negacyclic code. In general, we have the following implication of the dual
of a A-constacyclic code.

Proposition 4.2. (cf. [17]) The dual of a A-constacyclic code is a \7'-
constacyclic code.
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For a nonempty subset S of the ring R, the annihilator of S, denoted by
ann(S), is the set

ann(S) = {f| fg =0, for all g € R}.

Then ann(S) is an ideal of R.

Customarily, for a polynomial f of degree k, its reciprocal polynomial
2¥ f(z~') will be denoted by f*. Thus, for example, if

fl@)=a+az+ -+ ap_12" 1+ apz®,

then

(@) =2"(ap+arz 4 - Fap_12~ F Vpape ™) =aptap_12+ . a1z Haga®.
Note that (f*)* = f if and only if the constant term of f is nonzero, if and
only if deg(f) = deg(f*). We denote A* = {f*(z)| f(x) € A}. It is easy to see
that if A is an ideal, then A* is also an ideal.

Proposition 4.3. (cf. [19, Propositions 3.3, 3.4]) Let R be a finite commutative
ring, and A be a unit of R.

(a) Let a(x),b(z) € R[z] be given as

a(x) =ag+arx+ -+ an_12" 7,

b(xz) =bo+byx+ -+ by_12" L
Then a(x)b(x) =0 in % if and only if (ag, a1, .. ., an—1) is orthogonal

Tn

to (bn_1,bn_2,...,bo) and all its \"1-constacyclic shifts.

(b) Assume in addition that \> = 1, and C is a A-constacyclic code of length
n over R. Then the dual C*+ of C is (ann(C))*.

When studying A-constacyclic codes over finite fields, most researchers as-
sume that the code-length n is not divisible by the characteristic p of the
field. This ensures that ™ — A, and hence the generator polynomial of any
A-constacyclic code, will have no multiple factors, and hence no repeated roots
in an extension field. The case when the code length n is divisible by the
characteristic p of the field yields the so-called repeated-root codes, which were
first studied in 1967 by Berman [1], and then in the 1970s and 1980s by several
authors such as Massey et al. [32], Falkner et al. [22], Roth and Seroussi [35].
However, repeated-root codes over finite fields were investigated in the most
generality in the 1990s by Castagnoli et al. [11], and van Lint [41], where they
showed that repeated-root cyclic codes have a concatenated construction, and
are asymptotically bad. Nevertheless, such codes are optimal in a few cases
and that motivates further study of the class.
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Repeated-root constacyclic codes over a class of finite chain rings have been
extensively studied over the last few years by many researchers, such as Abual-
rub and Oehmke, Blackford, Dinh [13, 14, 15, 17, 18], Ling et al [21, 30, 28],
Séldgean et al [36], etc. To distinguish the two cases, codes where the code-
length is not divisible by the characteristic p of the residue field R are called
simple-root codes. In this paper, we concentrated on repaeated-root cyclic and
negacyclic codes of length p® over finite chain rings.

5. Repeated-root cyclic and negacyclic codes of
length p° over a finite chain ring

Let R be a finite chain ring of characteristic p® that has maximal ideal (). Let
N, denote the nilpotency index of v. Cyclic and negacyclic codes of length p*
over R are the ideals of the ambient rings

RJx]

R = ——— R_ =
1 <xps_1>a 1

Rlz]
(o —T)

Each element 7 € R can be written as » = wy*, where w is a unit of R and
0 < ¢ < N7. Thus, each codeword c of a cyclic code of length p* over R has its
polynomial representation ¢(z) € R; expressed as

p°—1 p°—1
c(z) =Y wi¥ (@ — 1) =woy* + (z = 1) Y wiy¥ (@ — 1),
i=0 i=1

where w;’s are units of R, and 0 < k; < N,. Since both x — 1 and ~ are
nilpotent in Rq, ¢(x) is invertible in R; if and only if kg = 0. That means
(x — 1,) is the set of all non-invertible elements of R;. Therefore, Ry is a
local ring with maximal ideal (x — 1,~). Similarly, R_; is a local ring with
maximal ideal (z + 1,~). We summarize that in the following proposition.

Proposition 5.1. Let R be a finite chain ring of characteristic p® and mazimal
ideal (7). The ambient rings R1 and R_1 are local rings with mazimal ideals
(x — 1,7, {(x+1,7), respectively.

In light of Proposition 2.1, and [36, Theorem 3.4], we have:

Proposition 5.2. Let R be a finite chain ring of characteristic p® and mazimal
ideal (). Then

® R is not a chain ring.

e R_1 is a chain ming if and only if p = 2, and the ring R is a Galois ring.
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When R is a Galois ring and p = 2, R = GR(2%,m), and the negacyclic
codes of length 2° over GR(2%, m) are ideals of the chain ring R_;. [13] studied
this class of code. It is shown that the chain ring R_; has maximal ideal
(x +1), and = + 1 has nilpotency index 2°a. From that the structure of all
such negacyclic codes were given. Furthermore, this structure is used to give
the Hamming distance of all negacyclic codes in [13, 16, 18].

When p#2, R; and R_1 are local ring with maximal ideals (x — 1,v) and
(z +1,7), but they are not chain rings. While the nilpotency index N, of the
generator 7y is given, it is important to find the nilpotency index of the other
generator z — 1 (in Ry), and z + 1 (in R_1). These nilpotency indeces are
significant to obtain the structure of ideals of the ambient rings R, and R_;.
We process to establish them in the next section.

6. Nilpotency indeces of r—1 and x+1 in R, and
Ry

Throughout this section, R is a finite commutative chain ring of characteristic

p%, and R; and R_; are the ambient rings as defined in Section 5. We first

recall an important fact in number theory proven by Kummer®.

Theorem 6.1. (Kummer’s Theorem) For any prime p and integersn > m > 0,
the highest power to which p divides the binomial coefficient (::L) is equal to the
numbers of carries when adding n —m and m in base p.

Kummer’s Theorem easily implies the following result.
Proposition 6.2. Let p be a prime.
(a) Assume Ehat t <p", and m is the largest integer such that p™|t. Then
p (7 ), and p LA,
(b) For any i with1 <i<p-—1, p|(1,p€S_1), and p? )((wp_l)
Proof. Since m is the largest integer with p™|t, the sum of p™ — ¢ and ¢ in base

p has n — m carries. Therefore, (a) follows from Kummer’s Theorem. (b) is
just a straightforward implication of (a). O

8Ernst Eduard Kummer (29 January 1810 - 14 May 1893) was a German mathematician.
Kummer made several contributions to mathematics in different areas. Kummer also proved
Fermat’s last theorem for a considerable class of prime exponents. He studied what were
later called Kummer extensions of fields, that is, extensions generated by adjoining an nth
root to a field already containing a primitive nth root of unity. This is a significant extension
of the theory of quadratic extensions, and the genus theory of quadratic forms (linked to the
2-torsion of the class group). It is considered as foundation for class field theory.
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Proposition 6.3. Let k > 0. Then in Rq, there exist elements ag(x), Br(x)
such that oy, (z) is invertible, p* 2| By (x), and

(z — P HRE=DP"" — bl (Y (2 — 1P 4 By ().

Proof. We proceed by induction on k. When k& = 0, we have

Therefore,

where

and

By Proposition 6.2, ag(z) is invertible, and p?|3y(x). Thus the assertion is true
for £k = 0. Now, assume that the assertation is true for any integer up to k, we
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need to show that it is true for £ + 1. We have
(z — 1P HEFDE-Dp " ( 1P HRe=Dp" " ()= Dp"
= [P an@)@ - )7+ Bylo)] (@ - e
= P an(e)(@ = 17" + Bu(a) (- )PP
= p*lag(@) [pao(a)(@ — 17 + fo(@)] + Bela) (@ — 1)@
= Pap(@)ao@) (@ — 1P+ pFHar()fo () + Gi(x) (@ — 1)@DP

= pht? [Oék(x)ozo(x) + fﬁc(n)( 1)(p_2)ps_l] (@ = 1P 4" ag(x)bo (@)

= P (@) (@ — DP T + B (),

where

s—1

Br(z)

apt1(x) = ag(x)ag(x) + pEs (z — 1)(10—2);0-9—1,

and

Bria () = p*ag(z)fo (@)
Since ap(z) and ay(x) are invertible, it is easy to see that a1 is also invertible.
As p?|Bo(x), pPT3( Bt (2). O

Theorem 6.4. In Ry, x—1 is nilpotent with nipotency index ap® — (a—1)p*~1L.

Proof. Using k = a — 1 in Proposition 6.3, it follows that in %, there

exists aq_1(7), Ba_1(x) such that a,_1(z) is invertible, p*™1|3,_1 (), and
(z — 1)ps+(a—1)(p—1)ps—1 = pPaa_i(z)(z — 1)p5‘1 + Ba_r(z) = 0.

Thus the nilpotency index of x — 1 is less than or equal to p* 4+ (a — 1)(p —
p*~! = ap® — (a — 1)p*~!. We complete the proof by showing that (z —
1)ep’=(a=1p" "' =1 £ (). Making use of Proposition 6.3 for k = a — 2, we get that
there exists ag—2(x), Ba—2(x) such that a,—o(x) is invertible, p*|B,—2(z), and

(x_1);DS+(a—2)(10—1);vs_1:pa—1aa_2(x)(x_l)ps_l+ﬁa_2(x) _ pa_loza_g(x)(x—l)p

Therefore,

s—1

_1\ep®—(a—1)p° " =1 _ (.. 1\ +(a—1)(p—1)p° ' -1
(x—1) (x—1)

(Jj — 1)P5+(a—2)(p_1)ps—1+(p_1)ps_1_1
=(@- 1)p8+(a_2)(p_1)ps_l (x — 1)(P—1)p5‘1—1

=" Lo o(z)(x — 1P (x— )PP
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Theorem 6.5. The followings hold true.

(a) If p is odd, then in R_1, there exist elements ag(x), Br(x) such that ay(x)
is invertible, p*+2|B.(z), and

(z 4+ P HRE=DP" — Rl Y@+ 1P Bi(2).

Moreover, in i Bzl p41 s nilpotent with nipotency index ap® — (a —

LI
1)ps—t. =

(b) If p = 2, then for any positive integer n, there exists an unit o, (x) €

’ 12%*[11) such that (x +1)?" = 22" + 14 20, (z). In particular, © + 1 is

nilpotent in 7 R

%ﬂl) with nilpotency index 2°a.

Proof. For (a), note that when p is odd, the map ¢ : Ry — R_1 that sends x
to —z is a ring isomorphism. Therefore, the results from Proposition 6.3 and
Theorem 6.4 hold for R_; when we replace z by —=.

We prove (b) by induction on n. Forn =1, (x+1)? = 22+1+2x, oy (z) = z,
and hence obviously, aj(x) = z is a unit in % Assume n > 1 and the
conclusion is true for all positive integer less than n. Then

(z+1)?" =[x +1)2" "3

=227 + 14 2am_1(2))?
22+ 1+402 (z)+ 222" 4 do—1(z) + 4x2n_1an_1(x)
=22" + 14 20, (),

where ap, () = 202 (2) + 22 4 20_1(2) + 222" au_1 (). To show that

ap(x) is a unit [in <§*—[i]1)’
R

29+1> As 2 is nilpotent in 2 f;[+]1>, it follows that a,(x) has the

form o, (z) = 22" (1 +y), where y is nilpotent in <r§;

we note that x is invertible, and so 22" s also
invertible in =
Fe Choose k to be an
odd integer such that y* = 0, we have

l=1+y" =1+l -y+y’ —+yh),
which means 1+ is invertible in %, and therefore o, (z) = 22" (1+7)

R[z]
(x2°+1)

29[4_]” Finally, using n = s, we have in

. o . Rz
1S a unit in =
(z+1)* =2 +1+ 204(2) = 2a4(2),

for some unit as(z). Therefore, the nilpotency index of x + 1 is 2%a. O
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