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Abstract

The aim of this work is to study some properties of the normal connection and the Lie derivative of the symmetric connection on Riemannian submanifold M.

1 Introduction

The concept of Lie derivative appeared in the early 30s and was related to the works of Slebodzinski, Dantzig, Schouten and Van Campen ([17]). The Lie differentiation theory plays an important role in studying automorphisms of differential geometric structures. Moreover, the Lie derivative also is an essential tool in the Riemannian geometry. The Lie derivative of forms and its application was investigated by many authors (see [14], [15], [16], [21],[23], [24],[29] and the references given therein). In 2010, Sultanov used the Lie derivative of the linear connection to study the curvature tensor and the torsion tensor on linear algebras (see [24], pp. 362-412). In 2012, basing on the Lie derivative of real-valued forms on the Riemannian n−dimensional manifold, N. H. Quang, K. P. Chi and B. C. Van constructed the Lie derivative of the currents on Riemann manifolds and given some applications on Lie groups (see [5]). In 2015, B. C. Van and T. T. K. Ha studied some properties of the Lie derivative of the linear connection ∇, the conjugate derivative d∇ with the linear connection and using them for searching the curvature, the torsion of a space \( \mathbb{R}^n \) along the linear flat connection ∇ (see [28]). In 2007, Jeong-Sik Kim, Mohit Kumar Dwivedi and Mukut Mani Tripathi used derivatives on...
the module of normal vector fields to study the Gauss curvature, the Ricci curvature on the Riemannian $k$–dimensional manifold (see [13], pp. 395–406). The primary goal of our work is the extension of the operations of Lie derivative to objects defined on the vector-valued differential forms of a manifold. The main goal of the present work is to investigate some properties on the Lie derivative of the flat connection $\nabla^\perp$ and the normal curvature tensor, the normal connection on the submanifold $M$.

In section 3, we introduce some properties of normal connection on the submanifold $M$ in $\tilde{M}$ and by using the conjugate derivative with the normal connection for presenting the normal curvature of the submanifold $M$ in $\tilde{M}$. In section 4, we construct the Lie derivative of a linear connection on the Riemannian manifold $M$ and given some properties of the Lie derivative of the symmetric connection on $M$.

2 Notation and Preliminaries

Let $M$ be an $n$-dimensional submanifold of an $m$-dimensional Riemannian manifold $\tilde{M}$ equipped with a Riemannian metric $\tilde{g}$. We denote the vector space of all smooth vector fields on $M$ and $\tilde{M}$ by $\mathfrak{B}(M)$ and $\mathfrak{B}(\tilde{M})$ respectively. We denote $\tilde{\nabla}$, $\nabla$ and $\nabla^\perp$ are the Levi-Civita, induced Levi-Civita induced normal connections in $\tilde{M}$, $M$ and the normal bundle $\mathfrak{N}(M)$ of $M$ respectively. We use the inner product notation $\langle \cdot, \cdot \rangle$ (or $\cdot \cdot$) for both the metrics $\tilde{g}$ of $\tilde{M}$ and the induced metric $g$ on the submanifold $M$.

At each $p \in M$, the ambient tangent space $T_p\tilde{M}$ splits as an orthogonal direct sum $T_p\tilde{M} = T_pM \bigoplus N_pM$, where $N_pM := (T_pM)^\perp$ is the normal space at $p$ with respect to the inner product $\tilde{g}$ on $T_p\tilde{M}$. The set $\mathfrak{N}(M) = \bigcup_{p \in M} N_pM$ is called the normal bundle of $M$. If $X, Y$ are vector fields in $\mathfrak{B}(M)$, we can extend them to vector fields on $\tilde{M}$, apply the ambient covariant derivative operator $\tilde{\nabla}$, and then decompose at points of $M$ to get

$$\tilde{\nabla}_XY = (\tilde{\nabla}_X Y)^\top + (\tilde{\nabla}_X Y)^\perp$$

The Gauss and Weingarten formulas are given respectively by ([18], pp. 135)

$$\tilde{\nabla}_XY = \nabla_X Y + \sigma(X, Y) \quad \text{and} \quad \tilde{\nabla}_X N = -A_N X + \nabla_X^\perp N,$$  

for all $X, Y \in \mathfrak{B}(M)$ and $N \in \mathfrak{N}(M)$, where $\sigma$ is the second fundamental form of $M$ from $\mathfrak{B}(M) \times \mathfrak{B}(M)$ to $\mathfrak{N}(M)$ given by

$$\sigma(X, Y) := (\tilde{\nabla}_X Y)^\perp,$$
where \( X \) and \( Y \) are extended arbitrarily to \( \tilde{M} \) and the shape operator \( A_N : X \mapsto A_N X \), for all \( X \in \mathfrak{B}(M), N \in \mathfrak{N}(M) \).

The Weingarten Equation is given by (see [18], pp. 136)

\[
\langle \tilde{\nabla}_X N, Y \rangle = -\langle N, \sigma(X, Y) \rangle.
\] (2.4)

Thus, \( \sigma \) is the second fundamental form related to the shape operator \( A \) by

\[
\langle \sigma(X, Y), N \rangle = \langle A_N X, Y \rangle.
\] (2.5)

The equation of Gauss is given by (see [18], pp. 136)

\[
\tilde{R}(X, Y, Z, W) = R(X, Y, Z, W) - \langle \sigma(X, W), \sigma(Y, Z) \rangle + \langle \sigma(X, Z), \sigma(Y, W) \rangle,
\] (2.6)

for all \( X, Y, Z, W \in \mathfrak{B}(M) \), where \( \tilde{R} \) and \( R \) are the Riemann curvature tensors of \( \tilde{M} \) and \( M \) respectively. The curvature tensor \( R^\perp \) of the normal bundle of \( M \) is defined by

\[
R^\perp(X, Y)N = \nabla^\perp_X \nabla^\perp_Y N - \nabla^\perp_Y \nabla^\perp_X N - \nabla^\perp_{[X,Y]} N,
\] (2.7)

for any \( X, Y \in \mathfrak{B}(M) \) and \( N \in \mathfrak{N}(M) \). If \( R^\perp = 0 \), then the normal connection \( \nabla^\perp \) of \( M \) is said to be flat.

The mean curvature vector \( H \) is given by \( H = \frac{1}{n} \text{trace}(\sigma) \). The submanifold \( M \) is totally geodesic in \( \tilde{M} \) if \( \sigma = 0 \), and minimal if \( H = 0 \).

Let \( \{E_1, ..., E_n\} \) and \( \{N_{n+1}, ..., N_m\} \) be an orthonormal basis of \( \mathfrak{B}(M) \) and \( \mathfrak{N}(M) \). The map

\[
h_j : \mathfrak{B}(M) \to \mathfrak{B}(M)
\]

\[
X \mapsto h_j(X) = -\left( \tilde{\nabla}_X N_j \right)^\top
\] (2.8)

for any \( j = n + 1, ..., m \) is called the Weingarten mapping partially.

By using Weingarten Equation (2.4) and for any \( j = n + 1, ..., m \), we have

\[
\langle \sigma(E_i, E_i), N_j \rangle = -\left\langle \left( \tilde{\nabla}_{E_i} N_j \right)^\top, E_i \right\rangle.
\] (2.9)

Hence

\[
H_j = \left( \sum_{i=1}^n \langle \sigma(E_i, E_j), N_j \rangle, \sum_{i=1}^n \langle \sigma(E_i, E_j), N_j \rangle \right)
\]

\[
= \sum_{i=1}^n \left\langle -\left( \tilde{\nabla}_{E_i} N_j \right)^\top, E_i \right\rangle = \sum_{i=1}^n \langle h_j(E_i), E_i \rangle = \text{Trace}(h_j).
\] (2.10)
So that 
\[ H = \frac{1}{n} \text{Trace}(\sigma) = \frac{1}{n} \sum_{i=1}^{n} \sigma(E_i, E_i) \]
\[ = \frac{1}{n} \sum_{j=n+1}^{m} \langle H_j, N_j \rangle = \frac{1}{n} \sum_{j=n+1}^{m} \text{Trace}(h_{j}) . N_j, \]  
where \( H = (H_1, ..., H_n) \) is the mean curvature vector of \( M \) at \( p \).

Let \( N \in \mathfrak{R}(M) \), the Weingarten map \( h_{N} : \mathfrak{B}(M) \rightarrow \mathfrak{B}(M) \) give by
\[ h_{N}(X) = - \left( \tilde{\nabla}_X N \right)^\top, \]  
for all \( X \in \mathfrak{B}(M) \). We easily get the following properties of the Weingarten mapping \( h_{N} \)
\[ h_{N}(X + Y) = h_{N}(X) + h_{N}(Y), h_{N}(\varphi X) = \varphi h_{N}(X), \]  
and
\[ h_{N}(\varphi X) . Y = \varphi h_{N}(Y) . X, \]  
for all \( X, Y \in \mathfrak{B}(M), \varphi \in \mathfrak{F}(M) \). Suppose that \( N = \sum_{j=n+1}^{m} \varphi_j N_j \) be a normal vector field. Then the mean curvature of \( M \) give by the following formula
\[ \frac{1}{n} \text{Trace}(h_{N}) = \frac{1}{n} \sum_{i=1}^{n} \langle h_{N}(E_i), E_i \rangle = \frac{1}{n} \sum_{i=1}^{n} \left\langle -\left( \tilde{\nabla}_{E_i} N \right)^\top, E_i \right\rangle \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \left\langle \left( \tilde{\nabla}_{E_i} \left( \sum_{j=n+1}^{m} \varphi_j N_j \right) \right)^\top, E_i \right\rangle \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=n+1}^{m} \left\langle \sigma(E_i, E_i), \varphi_j N_j \right\rangle \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \left\langle \sigma(E_i, E_i), \sum_{j=n+1}^{m} \varphi_j N_j \right\rangle \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \langle \sigma(E_i, E_i), N \rangle = \langle H, N \rangle = H \cdot N. \]  
Now, we define the Weingarten normal mapping and the derivative of the map
\( h^\perp_N \) along a vector field \( X \).

\[
\begin{align*}
  h^\perp_N : \mathfrak{B}(M) &\to \mathfrak{N}(M) \\
  X &\mapsto h^\perp_N(X) = \bigtriangledown^h_X N
\end{align*}
\]  

(2.16)

is called the Weingarten normal mapping. We get the following properties (2.17), (2.18) of Weingarten normal mapping \( h^\perp_N \)

\[
\begin{align*}
  h^\perp_N (X + Y) &= h^\perp_N(X) + h^\perp_N(Y), \quad \forall X, Y \in \mathfrak{B}(M). \\
  h^\perp_N(\phi X) &= \phi h^\perp_N(X), \quad \forall X \in \mathfrak{B}(M), \ \forall \phi \in \mathfrak{F}(M).
\end{align*}
\]

(2.17)  

(2.18)

Let \( N, K \in \mathfrak{N}(M) \) and \( \phi \in \mathfrak{F}(M) \), we obtain

\[
\begin{align*}
  h^\perp_{N+K} &= h^\perp_N + h^\perp_K, \text{ and } h^\perp_{\phi N} = \phi h^\perp_N.
\end{align*}
\]

(2.19)

Next, the derivative of the mapping \( h^\perp_N \) along a vector field \( X \) is the mapping

\[
\begin{align*}
  \bigtriangledown_X h^\perp_N : \mathfrak{B}(M) &\to \mathfrak{N}(M) \\
  Y &\mapsto (\bigtriangledown_X h^\perp_N)(Y) = \bigtriangledown^h_X(h^\perp_N(Y)) - h^\perp_N(\bigtriangledown_X Y)
\end{align*}
\]

(2.20)

We easily get the mapping \( h^\perp_N \) and \( \bigtriangledown_X h^\perp_N \) are modular homomorphics. Indeed, for all \( X, Y, Z \in \mathfrak{B}(M), \phi \in \mathfrak{F}(M) \), we have

\[
\begin{align*}
  (\bigtriangledown_X h^\perp_N)(Y + Z) &= (\bigtriangledown_X h^\perp_N)(Y) + (\bigtriangledown_X h^\perp_N)(Z), \\
  (\bigtriangledown_X h^\perp_N)(\phi \cdot Y) &= \phi \cdot (\bigtriangledown_X h^\perp_N)(Y).
\end{align*}
\]

(2.21)  

(2.22)

Since \( \bigtriangledown, \bigtriangledown^\perp, h^\perp_N \) are modular homomorphics, thus for all \( X, Y, Z \in \mathfrak{B}(M) \), we have

\[
\begin{align*}
  (\bigtriangledown_{X+Y} h^\perp_N)(Z) &= \bigtriangledown^{X+Y}_X(h^\perp_N(Z)) - h^\perp_N(\bigtriangledown_{X+Y}(Z)) \\
  &= \bigtriangledown^X_X(h^\perp_N(Z)) + \bigtriangledown^Y_Y(h^\perp_N(Z)) - h^\perp_N(\bigtriangledown_X(Z) + \bigtriangledown_Y(Z)) \\
  &= \bigtriangledown^X_X(h^\perp_N(Z)) + \bigtriangledown^Y_Y(h^\perp_N(Z)) - h^\perp_N(\bigtriangledown_X(Z)) - h^\perp_N(\bigtriangledown_Y(Z)) \\
  &= \bigtriangledown^X_X(h^\perp_N(Z)) + \bigtriangledown^Y_Y(h^\perp_N(Z)) - h^\perp_N(\bigtriangledown_X(Z)) - h^\perp_N(\bigtriangledown_Y(Z)) \\
  &= (\bigtriangledown_X h^\perp_N)(Z) + (\bigtriangledown_Y h^\perp_N)(Z) \\
  &= (\bigtriangledown_X h^\perp_N + \bigtriangledown_Y h^\perp_N)(Z), \quad \forall Z \in \mathfrak{B}(M).
\end{align*}
\]

(2.23)

Thus,

\[
\bigtriangledown_{X+Y} h^\perp_N = \bigtriangledown_X h^\perp_N + \bigtriangledown_Y h^\perp_N.
\]

(2.24)
Let $X, Y \in \mathfrak{B}(M)$ and $\varphi \in \mathfrak{g}(M)$, we have
\[
(\nabla_{\varphi X} h_N^\perp)(Y) = \nabla_X^\perp(h_N^\perp(Y)) - h_N^\perp(\nabla_X(\varphi Y)) \\
= \varphi \nabla_X^\perp(h_N^\perp(Y)) - h_N^\perp(\nabla_X(\varphi Y)) \\
= \varphi \nabla_X^\perp(h_N^\perp(Y)) - \varphi h_N^\perp(\nabla_X(Y)) \\
= \varphi [\nabla_X(h_N^\perp(Y)) - h_N^\perp(\nabla_X(Y))] \\
= (\varphi \nabla_X h_N^\perp)(Y) \ \forall Y \in \mathfrak{B}(M).
\] (2.25)
Hence,
\[
\nabla_{\varphi X} h_N^\perp = \varphi \nabla_X h_N^\perp. \tag{2.26}
\]

Let $N, K \in \mathfrak{N}(M)$, for any $X, Y \in \mathfrak{B}(M)$, and using Equation (2.19) we have
\[
(\nabla_{X} h_{N+K}^\perp)(Y) = \nabla_X(h_{N+K}^\perp(Y)) - h_{N+K}^\perp(\nabla_X(Y)) \\
= \nabla_X(h_N^\perp(Y) + h_K^\perp(Y)) - h_{N+K}^\perp(\nabla_X(Y)) \\
= \nabla_X(h_N^\perp(Y)) + \nabla_X(h_K^\perp(Y)) - h_{N+K}^\perp(\nabla_X(Y)) \\
= [\nabla_X(h_N^\perp(Y)) - h_N^\perp(\nabla_X(Y))] + [\nabla_X(h_K^\perp(Y)) - h_K^\perp(\nabla_X(Y))] \\
= (\nabla_X h_N^\perp)(Y) + (\nabla_X h_K^\perp)(Y) \\
= (\nabla_X h_N^\perp + \nabla_X h_K^\perp)(Y), \ \forall Y \in \mathfrak{B}(M). \tag{2.27}
\]
Hence,
\[
\nabla_X h_{N+K}^\perp = \nabla_X h_N^\perp + \nabla_X h_K^\perp. \tag{2.28}
\]

Suppose that $X, Y \in \mathfrak{B}(M), \varphi \in \mathfrak{g}(M)$, and using Equation (2.19), we obtain
\[
(\nabla_{X} h_{\varphi N}^\perp)(Y) = \nabla_X(h_{\varphi N}^\perp(Y)) - h_{\varphi N}^\perp(\nabla_X(Y)) \\
= \nabla_X(\varphi h_N^\perp(Y)) - \varphi h_{\varphi N}^\perp(\nabla_X(Y)) \\
= X [\varphi].h_N^\perp(Y) + \varphi \nabla_X(h_N^\perp(Y)) - \varphi h_{\varphi N}^\perp(\nabla_X(Y)) \\
= X [\varphi].h_N^\perp(Y) + \varphi [\nabla_X(h_N^\perp(Y)) - h_N^\perp(\nabla_X(Y))] \\
= h_{X[\varphi].N}^\perp(Y) + (\varphi(\nabla_X h_N^\perp))(Y) \\
= \left(h_{X[\varphi].N}^\perp + (\varphi(\nabla_X h_N^\perp)) \right)(Y), \ \forall Y \in \mathfrak{B}(M). \tag{2.29}
\]
So that
\[
\nabla_X h_{\varphi N}^\perp = h_{X[\varphi].N}^\perp + \varphi \nabla_X h_N^\perp. \tag{2.30}
\]
3 The normal connection of submanifold

In this section, we introduce some properties of the normal connection on an n-dimensional submanifold $M$ of an m-dimensional Riemannian manifold $\tilde{M}$ and by using the conjugate derivative with the normal connection for presenting the normal curvature of the submanifold $M$ in $\tilde{M}$.

Let $X \in \mathfrak{B}(M)$ be a vector field on the submanifold $M$ in $\tilde{M}$. The normal connection $\nabla^\perp_X$ along a vector field $X$, is defined by the mapping

$$\nabla^\perp_X : \mathcal{R}(M) \to \mathcal{R}(M)$$

$$N \mapsto \nabla^\perp_X N$$

We denote by $K = \{ \nabla^\perp_X \mid X \in \mathfrak{B}(M) \}$ the space of the normal connection along a vector field. The operators on $K$ is defined by:

i) $(\nabla^\perp_X + \nabla^\perp_Y)(N) = \nabla^\perp_{X+Y}(N)$, for all $X, Y \in \mathfrak{B}(M), N \in \mathcal{R}(M)$;

ii) $(\varphi.\nabla^\perp_X)(N) = \varphi.(\nabla^\perp_X N)$, for all $X \in \mathfrak{B}(M), \varphi \in \mathfrak{F}(M)$;

iii) $[\nabla^\perp_X, \nabla^\perp_Y](N) = \nabla^\perp_X(\nabla^\perp_Y(N)) - \nabla^\perp_Y(\nabla^\perp_X(N))$, for all $X, Y \in \mathfrak{B}(M)$, for all $N \in \mathcal{R}(M)$.

By using i), ii) and for any $X, Y \in \mathfrak{B}(M), N, \tilde{N} \in \mathcal{R}(M)$, and for all $\varphi \in \mathfrak{F}(M)$, we have

$$\nabla^\perp_X + \nabla^\perp_Y = \nabla^\perp_{X+Y},$$

(3.1)

$$\nabla^\perp_{\varphi X} = \varphi.\nabla^\perp_X,$$

(3.2)

and

$$\nabla^\perp_X(N + \tilde{N}) = \nabla^\perp_X N + \nabla^\perp_X \tilde{N}.$$  

(3.3)

Suppose that $X \in \mathfrak{B}(M), N \in \mathcal{R}(M), \varphi \in \mathfrak{F}(M)$, we have

$$\nabla^\perp_X(\varphi.N) = \left(\nabla_X(\varphi.N)\right)^\perp = \left(X[\varphi].N + \varphi.\nabla_X N\right)^\perp$$

(3.4)

$$= X[\varphi].N + \varphi.\nabla^\perp_X N,$$

for any $N \in \mathcal{R}(M)$.

Hence,

$$\nabla^\perp_X(\varphi.N) = X[\varphi].N + \varphi.\nabla^\perp_X N.$$  

(3.5)

From Equations (3.3, 3.5), we easily get $\nabla^\perp_X$ the derivative on the module $\mathcal{R}(M)$.

**Theorem 3.1.**  i) Suppose that $X, Y \in \mathfrak{B}(M), N \in \mathcal{R}(M)$. Then we have

$$R^\perp(X, Y, N).N = ([\nabla^\perp_X, \nabla^\perp_Y](N)).N;$$  

(3.6)
ii) $K$ is a module on $\mathfrak{g}(M)$ with operations i) and ii), and the operation iii) is antisymmetric, satisfying Jacobi’s identity.

**Proof.**

1) Suppose that $X, Y \in \mathfrak{B}(M)$, $N \in \mathfrak{R}(M)$, we have

$$N^2 = 1$$

$$\Rightarrow [X, Y] \cdot [N^2] = 0, \forall X, Y \in \mathfrak{B}(M)$$

$$\Rightarrow \left(\nabla_{[X,Y]}^N\right) \cdot N = 0.$$  

(3.7)

Thus, using Equation (3.7), we obtain

$$R^+ (X, Y, N) \cdot N = \left(\nabla^+_X \nabla^+_Y N - \nabla^+_Y \nabla^+_X N - \nabla^+_X \nabla^{[X,Y]}_Y N\right) \cdot N$$

$$= \left(\left[\nabla^+_X, \nabla^+_Y\right] (N)\right) \cdot N$$

$$= \left(\left[\nabla^+_X, \nabla^+_Y\right] (N)\right) \cdot N.$$  

(3.8)

ii) Note that operations i) and ii), $K$ is a module on $\mathfrak{g}(M)$ and the operation iii) is antisymmetric. Now, we prove the operation iii) satisfying Jacobi’s identity. Indeed, for every $X, Y, Z \in \mathfrak{B}(M)$, one has

$$\left[[\nabla^+_X, \nabla^+_Y], \nabla^+_Z\right] = \nabla^+_Z \nabla^+_X \nabla^+_Y - \nabla^+_Y \nabla^+_X \nabla^+_Z - \nabla^+_X \nabla^+_Y \nabla^+_Z + \nabla^+_Z \nabla^+_Y \nabla^+_X;$$  

(3.9)

$$\left[[\nabla^+_Y, \nabla^+_Z], \nabla^+_X\right] = \nabla^+_X \nabla^+_Y \nabla^+_Z - \nabla^+_Z \nabla^+_Y \nabla^+_X - \nabla^+_Y \nabla^+_Z \nabla^+_X + \nabla^+_X \nabla^+_Y \nabla^+_Z;$$  

(3.10)

$$\left[[\nabla^+_Z, \nabla^+_X], \nabla^+_Y\right] = \nabla^+_Y \nabla^+_Z \nabla^+_X - \nabla^+_X \nabla^+_Z \nabla^+_Y - \nabla^+_Z \nabla^+_X \nabla^+_Y + \nabla^+_X \nabla^+_Z \nabla^+_Y.$$  

(3.11)

Using Equations (3.9, 3.10, 3.11), it is easy to obtain

$$\left[[\nabla^+_X, \nabla^+_Y], \nabla^+_Z\right] + \left[[\nabla^+_Y, \nabla^+_Z], \nabla^+_X\right] + \left[[\nabla^+_Z, \nabla^+_X], \nabla^+_Y\right] = 0.$$

\[\Box\]

In particular, if $M$ is the hypersubface in $\tilde{M} = \mathbb{R}^m$ and $N$ is an unit normal vector of $M$, then $R^+ (X, Y, N) = 0$, for any $X, Y, Z \in \mathfrak{B}(M)$ (Since $\nabla^+_X N = \nabla^+_Y N = 0$).

**Theorem 3.2.** Let $X \in \mathfrak{B}(M)$ and $\{N_{n+1}, ..., N_m\}$ the orthonormal basis on $\mathfrak{R}(M)$. Then the matrix of $\nabla^+_X$ is the antisymmetric matrix.

**Proof.** For any $X \in \mathfrak{B}(M)$ and for each $j = n + 1, ..., m$, we have

$$N^2_j = 1 \Rightarrow X \cdot [N^2_j] = 0 \Rightarrow \left(\tilde{\nabla}_X N_j\right) \cdot N_j = 0$$

$$\Rightarrow \left(\left(\tilde{\nabla}_X N_j\right)^\top + \nabla^+_X N_j\right) \cdot N_j = 0 \Rightarrow \left(\nabla^+_X N_j\right) \cdot N_j = 0$$

$$\Rightarrow \left(\nabla^+_X N_j\right) \perp N_j.$$
Thus
\[ \nabla_X N_j = A_{1j} N_{n+1} + \ldots + A_{jj} N_{n+j} + \ldots + A_{m-n-j} N_m, \]
(Here \( A_{1j} N_{n+1} + \ldots + A_{j-1} N_{n+j-1} + A_{j+1} N_{n+j+1} + \ldots + A_{m-n-j} N_m \) is written as \( A_{1j} N_{n+1} + \ldots + A_{jj} N_{n+j} + \ldots + A_{m-n-j} N_m \)).
Hence, the matrix \( A_X \) of the normal connection \( \nabla_X \) for the basis \( \{ N_{n+1}, \ldots, N_m \} \) may be written in the form
\[
A = \begin{bmatrix}
0 & A_{12} & \cdots & A_{1, m-n} \\
A_{21} & 0 & \cdots & A_{2, m-n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m-n, 1} & A_{m-n, 2} & \cdots & 0 \\
\end{bmatrix}
\]
Next, one has
\[ N_j . N_h = 0, \forall j \neq h \in \{ n+1, \ldots, m \} \]
\[ \Rightarrow X [N_j, N_h] = 0 \]
\[ \Rightarrow (\nabla_X N_j) . N_h = - (\nabla_X N_h) . N_j \]
\[ \Rightarrow (\nabla_X N_j) . N_h = - (\nabla_X N_h) . N_j \]
\[ \Rightarrow A_{jh} = -A_{hj}, \forall j \neq h \in \{ n+1, \ldots, m \}. \]
Therefore
\[
A = \begin{bmatrix}
0 & A_{12} & \cdots & A_{1, m-n} \\
-A_{12} & 0 & \cdots & A_{2, m-n} \\
\vdots & \vdots & \ddots & \vdots \\
-A_{1, m-n} & -A_{2, m-n} & \cdots & 0 \\
\end{bmatrix}
\]
So that the matrix of \( \nabla_X \) is the antisymmetric matrix.
This proves the theorem. \( \square \)

Let \( \varphi : \mathfrak{B}(M) \to \mathfrak{M}(M) \) be a modular homomorphic. Then the conjugate derivative \( d_{\nabla^+ \varphi} \) with the normal connection \( \nabla^+ \) of \( \varphi \) is defined by
\[
(d_{\nabla^+ \varphi})(X, Y) = \nabla^+_X \varphi(Y) - \nabla^+_Y \varphi(X) - \varphi([X, Y]), \forall X, Y, Z \in \mathfrak{B}(M). \] (3.12)

**Example 3.3.** Consider \( M \) is a subface \( S \) in \( \tilde{M} = \mathbb{R}^3 \) determined by
\[ r : \mathbb{R}^2 \to \mathbb{R}^3 \]
\[ (u, v) \mapsto r(u, v) \]
and the unit normal vector of \( S \) is given by
\[
N = \frac{R_u \wedge R_v}{\|R_u \wedge R_v\|},
\]
where \( R_u = \frac{\partial}{\partial u} r (u, v) \), \( R_v = \frac{\partial}{\partial v} r (u, v) \). We consider the mapping

\[
\varphi : \mathfrak{B}(S) \to \mathfrak{N}(S)
\]

\[
X = f_1 R_u + f_2 R_v \mapsto \varphi(X) = (f_1 + f_2).N
\]

Then we have

\[
(d_{\varphi \perp} \varphi)(R_u, R_v) = \nabla^h_{R_u} N - \nabla^h_{R_v} N - \varphi([R_u, R_v]) = 0.
\]

**Proposition 3.4.** Let \( \varphi : \mathfrak{B}(M) \to \mathfrak{N}(M) \) be a module homomorphic. Then the map \( d_{\varphi \perp} \varphi : \mathfrak{B}(M) \times \mathfrak{B}(M) \to \mathfrak{N}(M) \) is the bilinear antisymmetric mapping.

**Proof.** We prove that \( d_{\varphi \perp} \varphi \) is a bilinear mapping for the first variable and the proof analogous for the second variable. Indeed, for every \( X, X', Y \in \mathfrak{B}(M) \), we have

\[
(d_{\varphi \perp} \varphi)(X + X', Y) = \nabla^h_{X + X'} \varphi(Y) - \nabla^h_{X} \varphi(X + X') - \varphi([X + X', Y])
\]

\[
= \nabla^h_{X} \varphi(Y) + \nabla^h_{X'} \varphi(X) - \nabla^h_{X} \varphi(X') - \varphi([X, Y]) - \varphi([X', Y])
\]

\[
= (d_{\varphi \perp} \varphi)(X, Y) + (d_{\varphi \perp} \varphi)(X', Y).
\]

On the other hand, we have

\[
(d_{\varphi \perp} \varphi)(fX, Y) = \nabla^h_{fX} \varphi(Y) - \nabla^h_{X} \varphi(fX) - \varphi([fX, Y])
\]

\[
= f \nabla^h_{X} \varphi(Y) - f \nabla^h_{X} \varphi(fX) - f \varphi([fX, Y]) - Y [f \varphi(X)]
\]

\[
= f (\nabla^h_{X} \varphi(Y) - \nabla^h_{X} \varphi(X) - \varphi([X, Y]))
\]

\[
= f (d_{\varphi \perp} \varphi)(X, Y).
\]

Next, we prove \( d_{\varphi \perp} \varphi \) is the antisymmetric mapping. Indeed, \( \forall X, Y \in \mathfrak{B}(M) \), we have

\[
(d_{\varphi \perp} \varphi)(X, Y) = \nabla^h_{X} \varphi(Y) - \nabla^h_{Y} \varphi(X) - \varphi([X, Y])
\]

\[
= -[\nabla^h_{X} \varphi(Y) - \nabla^h_{X} \varphi(Y) - \varphi([X, Y])]
\]

\[
= -(d_{\varphi \perp} \varphi)(Y, X).
\]

This proves the proposition. \(\square\)

**Theorem 3.5.** Suppose that \( X, Y \in \mathfrak{B}(M), N \in \mathfrak{N}(M) \). Then we have

\[
(d_{\varphi \perp} h^N)(X, Y) = R^X(Y, N).
\] \hspace{1cm} (3.13)

**Proof.** For every \( X, Y \in \mathfrak{B}(M), N \in \mathfrak{N}(M) \), we have

\[
(d_{\varphi \perp} h^N)(X, Y) = \nabla^h_{X} (h^N Y) - \nabla^h_{Y} (h^N X) - h^N ([X, Y])
\]

\[
= \nabla^h_{X} (\nabla^h_{Y} N) - \nabla^h_{Y} (\nabla^h_{X} N) - \nabla^h_{[X,Y]} N
\]

\[
= R^X(Y, N).
\]
This proves the theorem. □

By using the directional derivative of Weingarten normal mapping $h_N^\perp$ along a vector field $X$, we get the following Theorem.

**Theorem 3.6.** Let $X, Y \in \mathfrak{B}(M)$ and $N \in \mathfrak{N}(M)$. Then we have

$$
(d_{\nabla^\perp} h_N^\perp)(X,Y) = (\nabla_X h_N^\perp)(Y) - (\nabla_Y h_N^\perp)(X).
$$

(3.14)

**Proof.** For all $X, Y \in \mathfrak{B}(M)$ and for each $N \in \mathfrak{N}(M)$, we have

$$(d_{\nabla^\perp} h_N^\perp)(X,Y) = \nabla_X^\perp(h_N^\perp(Y)) - \nabla_Y^\perp(h_N^\perp(X)) - h_N^\perp([X,Y])
= (\nabla_X h_N^\perp)(Y) + h_N^\perp(\nabla_X Y) - (\nabla_Y h_N^\perp)(X) - h_N^\perp(\nabla_Y X - h_N^\perp([X,Y]))
= (\nabla_X h_N^\perp)(Y) - (\nabla_Y h_N^\perp)(X) + h_N^\perp(\nabla_X Y - \nabla_Y X - [X,Y])
= (\nabla_X h_N^\perp)(Y) - (\nabla_Y h_N^\perp)(X).$$

This proves the theorem. □

4 **The Lie derivative of symmetric connections**

In this section, we construct the Lie derivative of a linear connection on the Riemann manifold $M$ and given some properties of the Lie derivative of symmetric connections on $M$.

**Definition 4.1.** Suppose that $\nabla$ be a linear connection on the manifold $M$. The mapping

$$L_X \nabla : \mathfrak{B}(M) \times \mathfrak{B}(M) \to \mathfrak{B}(M)$$

satisfying the condition

$$(L_X \nabla)(Y,Z) = L_X(\nabla_Y Z) - \nabla_{L_X Y} Z - \nabla_Y (L_X Z),$$

(4.1)

for all $Y, Z \in \mathfrak{B}(M)$ is called the Lie derivative of the linear connection $\nabla$ along a vector $X$.

**Definition 4.2.** [24] Let $\nabla$ be a linear connection on $M$ and $T$ be a torsion tensor of $\nabla$.

i) If $T = 0$, we will call $\nabla$ *torsion free connection, or a symmetric connection*;

ii) The vector field $X \in \mathfrak{B}(M)$ is called the *parallel vector field* on $M$ if

$$\nabla_Z X = 0,$$

for any $Z \in \mathfrak{B}(M)$.

Let $\nabla$ be a linear connection on the manifold $M$. For every $X, Y \in \mathfrak{B}(M)$, we put $\nabla_X Y = \nabla_Y X + [X,Y]$. Then $\nabla$ is the linear connection on $M$. 
Proposition 4.3. If \( \nabla \) is a symmetric connection on the manifold \( M \), then \( \hat{\nabla} \) is a symmetric connection on \( M \).

Proof. For every \( X, Y \in \mathfrak{B}(M) \), we have

\[
\hat{T}(X, Y) = \hat{\nabla}_X Y - \hat{\nabla}_Y X - [X, Y]
\]

Since \( \nabla \) is a symmetric connection on \( M \), thus \( T(X, Y) = 0, \forall X, Y \in \mathfrak{B}(M) \). Hence, \( \hat{T} = 0 \). So that \( \hat{\nabla} \) is a symmetric connection on \( M \).

This proves the proposition. \( \square \)

Proposition 4.4. Suppose that \( \nabla^1, \nabla^2 \) be symmetric connections on the manifold \( M \). Then, we have \( \varphi \hat{\nabla}^1 + (1 - \varphi) \hat{\nabla}^2 \) is the symmetric connection on \( M \), for every \( \varphi \in \mathfrak{G}(M) \).

Proof. Suppose that \( \nabla^1, \nabla^2 \) be symmetric connections on the manifold \( M \). Applying Proposition 4.3, we obtain \( \hat{\nabla}^1, \hat{\nabla}^2 \) are symmetric connections on \( M \). Hence, for every \( X, Y \in \mathfrak{B}(M) \), we have

\[
\left( \varphi \hat{\nabla}^1 + (1 - \varphi) \hat{\nabla}^2 \right) (X, Y) = \left( \varphi \hat{\nabla}^1 + (1 - \varphi) \hat{\nabla}^2 \right) (Y, X) - [X, Y]
\]

Consequently, \( \varphi \hat{\nabla}^1 + (1 - \varphi) \hat{\nabla}^2 \) is the symmetric connection on \( M \), for every \( \varphi \in \mathfrak{G}(M) \). This proves the proposition. \( \square \)

Proposition 4.5. Let \( X \in \mathfrak{B}(M) \). Then we have

\[
(L_X \hat{\nabla})(Y, Z) = (L_X \nabla)(Z, Y), \forall Y, Z \in \mathfrak{B}(M).
\]

Proof. For every \( X, Y, Z \in \mathfrak{B}(M) \), we have

\[
(L_X \hat{\nabla})(Y, Z) = L_X (\hat{\nabla})(Y, Z) - \hat{\nabla}_{L_X Y} Z - \hat{\nabla}_{L_X Z} Y
\]

\[
= L_X (\nabla_Z Y + [Y, Z]) - \nabla_Z L_X Y - [L_X Y, Z] - \nabla_{L_X Z} Y - [Y, L_X Z]
\]

\[
= L_X (\nabla_Z Y + L_X ([Y, Z]) - \nabla_Z L_X Y - [[X, Y], Z] - \nabla_{L_X Z} Y - [Y, [X, Z]]
\]

\[
= (L_X (\nabla_Z Y) - \nabla_{L_X Z} Y - \nabla_Z L_X Y) + [X, [Y, Z]] - [[X, Y], Z] - [Y, [X, Z]]
\]

\[
= (L_X \nabla)(Z, Y) + [X, [Y, Z]] + [Z, [X, Y]] + [Y, [Z, X]]
\]

\[
= (L_X \nabla)(Z, Y), \forall Y, Z \in \mathfrak{B}(M) \) (since Jacobian equation).
Hence, \((L_X \hat{\nabla})(Y, Z) = (L_X \nabla)(Z, Y)\), \(\forall Y, Z \in \mathfrak{B}(M)\).
This proves the proposition. \(\Box\)

**Theorem 4.6.** If \(\nabla\) is a symmetric connection on \(M\), then \(L_X \hat{\nabla} = L_X \nabla\), for every \(X \in \mathfrak{B}(M)\).

**Proof.** For every \(X, Y, Z \in \mathfrak{B}(M)\), we have
\[
(L_X \nabla)(Y, Z) - (L_X \nabla)(Z, Y) = [X, \nabla_Y Z] - [X, \nabla_Y [X, Z] - \nabla_Y [X, Z] - \nabla_Y [X, Z])
= [X, \nabla_Y Z - \nabla_Z Y] - (\nabla_Y [X, Z] - \nabla_Z [X, Y]) - (\nabla_Y [X, Z] - \nabla_Z [X, Y])
= [X, \nabla_Y Z - \nabla_Z Y] - ([X, Y, Z] - [X, Y, Z] - [Y, [X, Z]] (since \(T=0\))
= [X, [Y, Z]] + [Z, [X, Y]] + [Y, [Z, X]] = 0 (since Jacobian equation).
Thus, \((L_X \nabla)(Y, Z) = (L_X \nabla)(Z, Y), \forall Y, Z \in \mathfrak{B}(M)\).

Hence, applying Proposition 4.5, we obtain
\[(L_X \hat{\nabla})(Y, Z) = (L_X \nabla)(Y, Z), \forall Y, Z \in \mathfrak{B}(M)\).
So that \(L_X \hat{\nabla} = L_X \nabla, \forall X \in \mathfrak{B}(M)\). This proves the proposition. \(\Box\)

**Theorem 4.7.** Suppose that \(X \in \mathfrak{B}(M)\) and \(\nabla\) be a symmetric connection on the manifold \(M\). Then, \(L_X \hat{\nabla} + \hat{\nabla}\) is the symmetric connection on \(M\).

**Proof.** Since \(\nabla\) is a symmetric connection on \(M\), thus, applying Proposition 4.3, we obtain \(\hat{\nabla}\) is the symmetric connection on \(M\). Hence, we have
\[
(L_X \hat{\nabla} + \hat{\nabla})(Y, Z) - (L_X \hat{\nabla} + \hat{\nabla})(Z, Y) - [Y, Z]
= (L_X \hat{\nabla})(Y, Z) + \hat{\nabla}_Y Z - (L_X \hat{\nabla})(Z, Y) - \hat{\nabla}_Z Y - [Y, Z]
= (\hat{\nabla}_Y Z - \hat{\nabla}_Z Y - [Y, Z]) + (L_X \hat{\nabla})(Y, Z) - (L_X \hat{\nabla})(Z, Y)
= (L_X \hat{\nabla})(Y, Z) - (L_X \hat{\nabla})(Z, Y).
\]
On the other hand, for every \(X, Y, Z \in \mathfrak{B}(M)\), we have
\[
(L_X \nabla)(Y, Z) - (L_X \nabla)(Z, Y)
= [X, \nabla_Y Z] - [X, \nabla_Y [X, Z] - \nabla_Y [X, Z] - \nabla_Y [X, Z])
= [X, \nabla_Y Z - \nabla_Z Y] - (\nabla_Y [X, Z] - \nabla_Z [X, Y]) - (\nabla_Y [X, Z] - \nabla_Z [X, Y])
= [X, \nabla_Y Z - \nabla_Z Y] - ([X, Y, Z] - [X, Y, Z] - [Y, [X, Z]] (since \(T=0\))
= [X, [Y, Z]] + [Z, [X, Y]] + [Y, [Z, X]] = 0 (since Jacobian equation).
Thus, \((L_X \nabla)(Y, Z) = (L_X \nabla)(Z, Y)\), \(\forall Y, Z \in \mathcal{B}(M)\).

Hence, by using Theorem 4.6, we obtain \((L_X \nabla)(Y, Z) = (L_X \nabla)(Z, Y)\), for every \(Y, Z \in \mathcal{B}(M)\). So that \((L_X \nabla + \tilde{\nabla})(Y, Z) - (L_X \nabla + \tilde{\nabla})(Z, Y) - [Y, Z] = 0\). Thus, the torsion tensor of the connection \((L_X \nabla + \tilde{\nabla})\) is null. Hence, \(L_X \nabla + \tilde{\nabla}\) is the symmetric connection on \(M\). This proves the theorem.

From the Theorem 4.7, thus, the symmetric connection isn’t unique on \(M\).

Let \(M = \mathbb{R}^n\). Then the usual directional derivative give rise to a linear connection. More precisely, if \(X = X^i \partial_i \) and \(Y = Y^j \partial_j \), then we define
\[
\nabla_X Y = \nabla_{X^i \partial_i} Y^j \partial_j = X^i \partial_i (Y^j) \partial_j.
\]

Then, \(\nabla\) is called the canonical connection on \(\mathbb{R}^n\).

**Proposition 4.8.** Suppose that \(\nabla\) be a canonical connection on \(\mathbb{R}^n\) and \(X\) be a parallel vector field on \(\mathbb{R}^n\). Then, we have \(L_X \nabla = 0\).

**Proof.** We have
\[
(L_X \nabla)(Y, Z) = L_X (\nabla_Y Z) - \nabla_{[X, Y]} Z - \nabla_Y [X, Z]
\]
\[
= L_X (\nabla_Z Y + [Y, Z]) - \nabla_Z [X, Y] - [[X, Y], Z] - \nabla_{[X, Z]} Y - [Y, [X, Z]]
\]
\[
= L_X (\nabla_Z Y) + L_X ([Y, Z]) - \nabla_Z [X, Y] - [[X, Y], Z] - \nabla_{[X, Z]} Y - [Y, [X, Z]]
\]
\[
= L_X (\nabla_Z Y) - \nabla_Z [X, Y] - \nabla_{[X, Z]} Y + [X, [Y, Z]] + [Z, [X, Y]] + [Y, [Z, X]]
\]
\[
= L_X (\nabla_Z Y) - \nabla_Z [X, Y] - \nabla_{[X, Z]} Y
\]
\[
= [X, \nabla_Z Y] - \nabla_{[X, Z]} Y
\]
\[
= \nabla_X \nabla_Z Y - \nabla_{\partial_i X} \nabla_{Z \partial_i} Y - \nabla_{\partial_i Z} \nabla_{X \partial_i} Y - \nabla_{[X, Z]} Y
\]
\[
= \nabla_X \nabla_Z Y - \nabla_Z \nabla_X Y - \nabla_{[X, Z]} Y \text{ (Since } X \text{ is a parallel vector field)}
\]
\[
= R(X, Y, Z) = 0.
\]

So that \(L_X \nabla = 0\). This proves the proposition.

**Definition 4.9.** i) Suppose that \(\theta : \mathcal{B}(M) \to \mathcal{B}(M)\) be a modular homomorphic. The derivative direction \(\nabla_X \theta \) of \(\theta\) along a vector field \(X\) is given by
\[
(\nabla_X \theta)(Y) = \nabla_X (\theta(Y)) - \theta(\nabla_X Y), \forall Y \in \mathcal{B}(M).
\]

ii) The Lie derivative \(L_X \theta\) of \(\theta\) along a vector field \(X\) is given by
\[
(L_X \theta)(Y) = [X, \theta(Y)] - \theta([X, Y]), \forall Y \in \mathcal{B}(M).
\]

iii) The Lie product \([L_X, \nabla_Y]\) of \(L_X\) and \(\nabla_Y\) is given by
\[
[L_X, \nabla_Y](Z) = [X, \nabla_Y Z] - \nabla_Y [X, Z], \forall Z \in \mathcal{B}(M).
\]
Let \( I : \mathfrak{B}(M) \to \mathfrak{B}(M) \) be an identity mapping, by using Definition 4.9, we have \( \nabla_X I = 0 \) and \( L_X I = 0 \). Indeed, we have
\[
(\nabla_X I)(Y) = \nabla_X (I(Y)) - I(\nabla_X Y) = \nabla_X Y - \nabla_X Y = 0.
\]
On the other hand, we have
\[
(L_X I)(Y) = [X, I(Y)] - I([X, Y]) = [X, Y] - [X, Y] = 0.
\]

**Proposition 4.10.** Suppose that \( \nabla \) be a symmetric connection and \( X, Y \) be parallel vector fields on \( M \). Then, we have \( [L_X, \nabla] (Z) = R(X, Y, Z) \), for every \( Z \in \mathfrak{B}(M) \).

**Proof.** Since \( \nabla \) is a symmetric connection on \( M \), thus by using Theorem 4.6, we have \( L_Y \nabla = L_Y \nabla, \forall Y \in \mathfrak{B}(M) \). Hence, for every \( Z \in \mathfrak{B}(M) \), applying Definition 4.9, we obtain
\[
[L_X, \nabla] (Z) = [L_X, \nabla_Y] (Z) = [X, \nabla_Y Z] - \nabla_Y [X, Z]
= \nabla_X \nabla_Y Z - \nabla_{\nabla_Y Z} X - \nabla_Y \nabla_X Z - \nabla_Y \nabla_Z X
= \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z.
\]
On the other hand, since \( \nabla \) is a symmetric connection and \( X, Y \) are parallel vector fields on \( M \), thus \( [X, Y] = 0 \).
Consequently, \( [L_X, \nabla] (Z) = \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X, Y]} Z = R(X, Y, Z) \).
This proves the proposition. \( \square \)

**Corollary 4.11.** Suppose that \( \nabla \) be a symmetric connection and \( X, Y \) be parallel vector fields on \( M \). Then, we have \( R(X, Y, Z) = 0, \forall Z \in \mathfrak{B}(M) \).

**Proof.** For every \( Z \in \mathfrak{B}(M) \), applying Definition 4.9, we obtain
\[
[L_X, \nabla] (Z) = [X, \nabla_Y Z] - \nabla_Y [X, Z]
= [X, \nabla_Z Y + [Y, Z]] - \nabla_{[X, Z]} Y - [Y, [X, Z]]
= [X, [Y, Z]] + [Y, [Z, X]] = - [Z, [X, Y]]
\]
On the other hand, since \( \nabla \) is a symmetric connection and \( X, Y \) are parallel vector fields on \( M \), thus \( [X, Y] = 0 \).
Consequently, \( [L_X, \nabla] (Z) = 0, \forall Z \in \mathfrak{B}(M) \). Hence, applying Proposition 4.10, we have \( \mathring{R}(X, Y, Z) = 0, \forall Z \in \mathfrak{B}(M) \). This proves the corollary. \( \square \)

Now, let \( M, N \) be Riemannian manifolds and \( f : M \to N \) be a diffeomorphism and \( f_* \) be the push-forward of \( f \). The mapping \( f_* : \mathfrak{B}(M) \to \mathfrak{B}(N) \); \( f_* \) is
the modular isomorphism. The mapping \( \hat{\nabla}^* : \mathfrak{B}(N) \times \mathfrak{B}(N) \to \mathfrak{B}(N) \) defined by
\[
\hat{\nabla}^*(f_*X, f_*Y) = f_* (\hat{\nabla}_XY), \forall X, Y \in \mathfrak{B}(M).
\]
Then, \( \hat{\nabla}^* \) is the linear connection on the manifold \( N \).

**Proposition 4.12.** i) Let \( \nabla \) be a symmetric connection on \( M \). Then \( \hat{\nabla}^* \) is the symmetric connection on \( N \);

ii) \[
\left[ L_{f_*X}, \hat{\nabla}^*_{f_*Y} \right] (f_*Z) = f_* \left( \left[ L_{X}, \hat{\nabla}_Y \right] (Z) \right), \text{ for all } X, Y, Z \in \mathfrak{B}(M).
\]

**Proof.**

i) Let \( \nabla \) be a symmetric connection on \( M \). Applying Proposition 4.3, we have \( \hat{\nabla} \) is the symmetric connection on \( M \). Suppose that \( \hat{T}^* \) be the sorsion tensor of the connection \( \hat{\nabla}^* \) on the manifold \( N \). Then, we have
\[
\hat{T}^*(f_*X, f_*Y) = \hat{\nabla}^*_{f_*X}(f_*Y) - \hat{\nabla}^*_{f_*Y}(f_*X) - [f_*X, f_*Y]
\]
\[
= f_*(\hat{\nabla}_XY) - f_*(\hat{\nabla}_YX) - f_*[X, Y]
\]
\[
= f_* \left( \hat{\nabla}_XY - \hat{\nabla}_YX - [X, Y] \right) = f_*(\hat{T}(X, Y)) = 0.
\]
Thus, \( \hat{T}^* = 0 \). Hence, \( \hat{\nabla}^* \) is the symmetric connection on \( N \).

ii) For every \( X, Y, Z \in \mathfrak{B}(M) \), we have
\[
\left[ L_{f_*X}, \hat{\nabla}^*_{f_*Y} \right] (f_*Z) = f_* \left( \left[ L_{X}, \hat{\nabla}_Y \right] (Z) \right) = f_* \left( \left[ L_{X}, \hat{\nabla}_Y \right] (Z) \right).
\]
This proves the proposition. \( \square \)
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